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BAYESIAN NETWORKS IN POSE RECOGNITION

Annotation. The Bayesian networks are widely used statistical models for different kind of purposes. However
one of its advantages is that it can be use in human posture recognition problems. The reason is that they can describe
the kinematic constraints of human body. Particularly they can describe physical dependencies among human body
parts. In this paper we are going to discuss how to use Bayesian tree networks in pose recognition. We use skeleton
joints position and orientation values as feature vector. The CPD values of the network are parameterized by
Conditional Linear Gaussians. The learning procedure implemented by Expectation Maximization (EM) algorithm.
Our experiment results demonstrate that Bayesian Networks are very efficient in posture recognition tasks.
Particularly we have got 93% of accuracy while classifying basic human poses.
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Introduction. Bayesian network (BN) is probabilistic graphical model where each node in this graph
is a random variable where the edges of graph represent conditional dependencies among nodes. They are
used to describe some information in specific uncertain domain. It has been used widely used in many
studies. For example proposed a Dynamic Bayesian Network model for upper body tracking [1]. They
construct a Bayesian Network to represent the human upper body structure.

The good thing about Bayesian networks is that they can take into account the kinematic constraints of
the human body structure. In other words, they capture dependencies among human body parts that are
physically connected. Daniel P. Huttenlocher et. al. in their work show that by using BN we can capture
additional important information such as coordination of the limbs [2]. In their work they create a model
for 2D and 3D human pose recovery. Researchers from University of California demonstrated how
efficiently BN can be used for tracking moving people in long sequence without manual initialization [3].

In this work we demonstrate a 2D posture recognition using Bayesian network that will capture the
kinematic structure of human body. The proposed system is demonstrated in figure 1. Experimental results
demonstrate the efficiency of BN in pose recognition.
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Figure 1 — System overview

Representation of body poses. As it was suggested in [6] we model human pose (see figure 2) using
the feature set consisting of 3 elements: (v, x,«), where (y.x) is the position of specific human body part

and « 1is the orientation of that part (inclination angle). There are 10 body parts such head, left-arm and
etc. each having its coordinates and orientation.

1-Torso
2—Head

3 - Left-arm

4 - Left-forearm
5 - Right-arm

6 — Right-forearm 0

7 - Left-thigh

8 - Left-leg

9 - Right-thigh ) o
10 - Right-leg £ s

Figure 2 — Human pose model

Figure 3 — Every body part has 2 parents: pose class C and physical parent O,

Bayesian model. A Bayesian network (see figure 3) is a network, where each node represents human
body part (c.g. Head, Right-arm). Every body part variable {O,}; has continuous value O, =(«,.x,.y,) .
As it was said above, we use BN because they can capture the kinematic structure of human body. Every

node has it’s physical parent node and class node to which pose class it belongs to. Therefore all variables
in BN can be parameterized by Conditional Linear Gaussian equation:

1 2 3 4 2
&, |Op(f)>c =k =~ N(ﬂikap(i) + ﬂikxp(i) + ﬂikyp(i) + Bu-0n ) (1)
5 6 7 8 2
X |Op(i)>c =k = N(ﬂikap(i) + ﬂikxp(i) + ﬂikyp(i) + B0 ) (2)
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Y10,4,.C =k~ N(ﬂi?cap(i) + ﬂilkoxp(i) + ﬂilklyp(i) + B0, 3)
where i = 1,2,...,10 are body part indexes, £ is the pose class number, p(i) denotes the parent of i'th
node.

Model learning. A model can be leammed using Expectation Maximization algorithm. Roman
Filipovich et. al. [4] in their study demonstrated the efficiency of using EM algorithm in estimating the
parameters of Bayesian trees. The idea of EM algorithm is iterating between doing expectation by
generating approximate current assignments for hidden variables (E step) and updating parameters of the
model by using these assignments (M-step). These iterations last until reaching local maxima.

E-step: for each pose calculating conditional probabilities which calculated from computing joint
probability of the class and pose:

10
P(C=k.0,....0,)=P(C=B)]]PO,|C=k0,,,). “4)
i=1
then we compute conditional class probability:
P(C=k|0,..,0,), 5)

M-step: for each pose class we fit CLG parameters.

Experimental results. In order to evaluate our method we collected the database consisting of
300 postures of 10 people related to 5 posture classes. About 70% of our database was used for leaming a
model and remain 30% for evaluation purpose. In order to capture poses we used Microsoft Kinect
camera. Kinect camera is able to capture human skeleton images using its infrared technology. The
program was written on. NET C# language. The captured poses then learned and evaluated by program
written on Octave (Matlab). Finally we have got the following experiment results demonstrated in table.

Pose recognition accuracy results

Pose Accuracy
1 Standing 95%
2 Sitting 89%
3 Star pose 97%
4 Waist bow 92%
5 Kicking 91%
Average accuracy 93%

Accuracy is calculated from following equation:
Accuracy = (N _x N, )x100, 6)

where N, — number of right poses, Ny — total number of poses.

The demonstrated above results are high enough. The average recognition accuracy is 93% which can
be comparable to the state of the art works. For example [5] have got also the same result using their
method based on multilinear analysis.

Conclusion. In this paper we wanted to demonstrate that Bayesian Networks are very efficient tool in
human pose recognition problems. And this is because they can handle the constraints among human body
parts. CPD values of BN nodes can be parameterized by conditional linear Gaussians of body part position
and coordination. Model learning can be implemented by EM algorithm. The demonstrated method is
comparable with state of the art works in this domain. Pose recognition may be used for other recognition
tasks like gesture recognition, surveillance problems and etc.
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BAMECTIK XYWUEJIEPMEH JEHE KYMIH TAHY

Maxkanaga Baifectik skeminep apKplibl ICHE KYHIH TaHy 9ICi YChIHBIIFAH. batiecTik emijep AeHe OeiKTepiHiH
(u3MKaIBIK OaHIAHBICTAPBIH €CKepyTe KaObuIeTTi. TapaThuTyIbIH IMAPThl BIKTHMAJTABUIBIKTAPBIHBIH MOHICPI JCHE
OemikTepiHiH Keadey OyphImTapsl MEH KOPAMHATANAPBIHBIH ecKepinyiMeH ['aycc TapaTyiapbl apKbLIbl KCIIHIH
TYHIHAEPIHAE ecenTemiHeni. MoaeIbAiH OKBITHUIY Bl MAKCHMAABI YKCACTHIK HeriziHae EM anropurMi apKbLIBI icKe
aChIPBIIATIBL.
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BAVMECOBCKHE CETU B PACTIO3HABAHUU T103

B pabote mpennokeH METOI HCIOIB30BAHMA BaleCOBCKHUX CETCH M pacmo3HaBaHHH 103, baliecoBCKue ceTH
CIIOCOOHBI YYIHATHIBATH (I)I/ISI/I‘IGCKYIO B3aUMOCBA3b MCKAY YaCTAMH TCIIA. 3HaueHus YCIOBHBIX BCPOATHOCTHBIX PaAC-
TIPeIeICHIH HA y3JIaX CETH PACUHMTHIBAIOTCS pacnpeacieHreM ['aycca ¢ y4eToM KOOPIMHAT U YIJIa HAKJIOHA YacTeH
Tena. OOyUeHne MOJICIH MTPOMCXOANT HA OCHOBE MAKCHMAJIBHOTO Tpasaononodus ¢ EM anropurmom.
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