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PARAMETERS OF THE DISTRIBUTED DATABASES
OF INFORMATION SYSTEMS WHEN SPLITTING DATA
WITH APPLICATION OF ALGORITHMS
OF MULTIDIMENSIONAL PARITY

Abstract. So far the standard method of prevention of loss of information is a repeated reservation that leads to
huge material inputs. Big Data security system developed by authors of the article with an application of the
algorithms of multidimensional parity steady against partial losses of places of storage, showed the increased safety
level, in particular when using in a cloud computing. In this algorithm data, it is split on a large number of files, cach
of which does not may contain even one bit of the initial information dispersed in a cloud. The system realized by
authors does not demand additional expensive infrastructure of reservation, easily is scaled, extends, and in process
of increase in the sizes of infrastructure from the addition of units of storage safety and reliability of data storage
automatically increases. Results of testing of parameters of the safety of the main basic subsystems of a technology
of the distributed storage with a splitting of data are received. Results showed compliance of parameters of safety to
modern requirements and, respectively, a possibility of reduction of domination of expensive infrastructure of
reservation and Backup. The technology of the distributed storage with splitting of data personifies the new paradigm
of safety opening a possibility of effective counteraction to numerous threats to the stored information and big
calculations.
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Introduction. Safety of big data and calculations in clouds represents a problem which value only
increases in the process of increase of external threats over time [1]. According to Brookings Institution,
safety is the main obstacle for the federal U.S. Government in plans to transfer more functions to cloud
platforms. The government of Kazakhstan, in general, was forced to issue Resolution No. 965 of
September 14, 2004 "About some measures for ensuring information security in the Republic of Kazakh-
stan" according to which "processing and storage of the data making the state secrets, office information
of limited distribution are carried out on the computer aids which are not connected to the international
(global) data transmission networks, the Internet and/or to the information networks, communication
networks having an exit in the international (global) data transmission networks, the Internet". Moreover,
the possibilities of practical realization of optical neural networks with a small number of clements is
considered |2, 3].

How in such a situation to strengthen the reputation of public clouds?

Only by ensuring reliable safety of the stored information. Badly operated infrastructures of storage
of cloudy data threaten any business, any governmental activity in case of catastrophic failure. Therefore,
the main objective is the creation of cost-effective architecture with extremely safe storage, scalability and
seamless integration between local and cloudy ways of data storage.
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We offered for the solution of security of cloudy systems technology of the distributed storage of
information with splitting of data [4]. Originally this technology was approved in local networks [5], then
established and passed tests in cloudy systems [6].

The essence of the offered technology consists in what the stored data is split on considerable number
of files, each of which does not may contain even one bit of initial information. The divided files are
distributed on a set of the servers programmed on self-recovery and self-preservation that ensures constant
safety of data and safety [4].

The algorithm is not enciphering [7] therefore it cannot be deciphered. The complex structure of
safety and resistance to damages of places of storage provides increased protection against the hacker
attacks. Thanks to the innovative hierarchical protocol of access, the system prevents unauthorized access
to data and plunder of information by insiders. At last, the system guarantees 100% of safc data
transmission through open Intemet channels and private networks.

It is possible to tell that in a sense our technology of the distributed storage of information with
splitting of data is entered in the theory of universal objects in a class of the positive preorders considered
a rather computable reducibility [8].

In the real work results of testing of parameters of safety of the main basic subsystems of technology
of the distributed storage with splitting of data with application of algorithms of multidimensional parity
which have to show the high level of protection and recovery of data in technology of the distributed
storage of information with splitting of data are presented. The preliminary tests which are carried out on
prototypes guarantee safety level which does not have now analogs in the world.

Method. The method of the distributed storage of information applied by us with splitting of data is
intended for ensuring unique protection of databases and large-scale calculations in cloud systems. The
method delivers new hybrid the object/block architecture which easily integrates optimal solutions for
storage of the structured and unstructured data. In principle, the formulation and solution of the problem of
optimal allocation of program modules and database arrays to the nodes of computing systems of a given
topology is considered in a number of works [9-11]. But as a result of application of our method the new
class of codes splits Big Data in a large number of files, each of which does not may contain even one bit
of initial information. The divided files are distributed on a set of the servers programmed on self-recovery
and self-preservation that ensures constant safety of data and safety. The separate split data in itself do not
bear intelligent information. Another aspect is connected with the fact that the configuration of
splitting/restoration can be made so that recovery of data could be executed with application only of a part
of the split data, that is it is possible to provide resistance to loss of data.

The frontend of a system is realized on web technologies and uses the simple protocol of hypertext
references of HI'TP together with interactive technologies on AJAX/PHP (WEB 2.0). The basic control
system of content of a web part is realized on CMS Word Press. The website is located on dedicated the
server of Intemet PS Company LLP, under the Linux Ubuntu Server operating system and the Apache
2.25 web server with PHP 7.0. As the database is used MySQL 5.0.

Technology. The technology offers secamless integration between local and cloud storages.
Guarantees unprecedented safety of data and safety and also high scalability. The multilayered infra-
structure of safety the system of the false IP addresses provides protection against the attacks of external
hackers. Flexible hierarchical protocols of access convince that system administrators, service providers
and other strangers have no access to the stored data that excludes need of personal safety, execution of
protocols and promotes cost reduction. The technology also guarantees 100% of safe data transmission
through open Internet channels and private networks.

In the developed technology patent algorithms of parity with resistance to multiple refusals are
applied. The target platform on which the system functions, — MS Windows XP/Vista/7/8 with NET
Framework v.4/4.5.

Structurally the system of the distributed storage of information consists of knots with the installed
software of NODE connected among themselves by a confidential communication channel and the
software of CLIENT working with these knots. Such multi-agent systems are well known [12]. Many such
systems are the basis of decentralized systems with autonomous components [13]. The platforms used are
as follows: Java Agent Development Framework [14], JACK Intelligent Agents [15], Multi-Agent
Development Kit [16], Agent Builder [17], Cognitive Agent Architecture [18], Agent Building Tool-kit
[19], etc.
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The main modules of a system, the user interface, server a component, knots of storage are
subordinated to a program complex according to the card of interaction of components (figure 1).

Figure 1 — The card of interaction of components of a system of the distributed storage of information

The client application is responsible for the breakdown of the file on blocks of data and distribution
of blocks of data between knots. For storage of the file system and the distributed block, the client ap-
plication is used by the metafile. Thanks to a tree-like system, the metafile describes file structure and
arrangement of blocks of data. The metafile at completion of work is divided into blocks and is also
distributed between knots. Only a unique key of the client of CID together with data of authorization (the
account, the password) can collect the metafile.

The user establishes a client part of the application and will become authorized in the Distributed
Cloud System system, receiving at the same time a unique key of CID which serves for formation of the
metafile. Having chosen the file necessary to it, the client starts the Put in a Cloud function. At the same
time, this file is blocked, both in the background divided into blocks and distributed on system knots. In
need of obtaining the file, the client starts the Receive from a Cloud function, and to it from a cloud blocks
of data of its file arrive and by means of an algorithm are packed in the file. The client can also give
access to the directory to other users.

The server part of the application (figure 2) serves for storage and processing of information arriving
from the client. Storage is carried out in data files which are broken into clusters. The cluster is in turn

— §4 ——
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Figure 2 — Scheme of work of a server part of a system

broken into pages which are ranged on a 2-fold system. The size of a cluster is configured in settings of a
system, the cluster contains multiple two the number of pages. For example, if the cluster consists of
32 megabytes, then it contains 256 pages of 128 kilobytes in size. In the process of receipt of new
information the system creates new clusters for data storage with various dimension of pages.

All arriving data register in tum which monitors all processes of data recording. After successful
completion of receiving the client block of data the system writes down this block in the data file and
sends to the client the notice of successful receiving the block of data in the form of UID.

"Client" is an ordinary computer device in the form of the personal computer, the server or any other
intelligent device on which the software of "CLIENT" is installed. The client serves as a lock for login.

"Knot" is a server with the installed software of "NODE".

"Client" works with a system as with an abstract cloudy subsystem. Interaction of "Client" with the
massif of knots is carried out under the one-to-many protocol (one to many).

Any act of recording information into the system is pre-processed by a special algorithm that: a) splits
information into unreadable components; b) adds dynamically generated redundant data to increase
resistance to partial loss of split parts; ¢) generates a service metafile describing the created array.

The act of record of set of the created data is implemented by their distribution on system Knots. Any
act of reading information by "Client" from "System" is possible only by means of processing of data
array received from "Knots" by an algorithm which can restore it, only knowing its metadata. The system
knots making the distributed massif know only the limited number of the neighbors. No knot can know all
system and knots making it. Knots can dynamically be connected and be disconnected in a system that
does not affect operability of all system. Knots can exchange data and automatically update the gone parts
of the stored information on the teams of the client.

The client can become authorized on any knot of a system for work with all system.

All information exchange between components of a system is carried out by means of channels in the
form of virtual tunnels.

The system is capable to sustain mass shutdowns and damages of Knots, up to 50% and more,
depending on the size of a system and configuration parameters of an algorithm.

The system does not demand certification regarding use crypto - algorithms as it does not use
enciphering for protection of the stored data. It is possible to read data, having only restored them from the
parts of information "smeared" in a system on "Client". Only the owner of a system (creator) or the one to
whom the rights were delegated by him can restore data. Delegation of the rights does not mean transfer of
rights to possession. The owner always has complete control over any changes in its files.

Node is the software of knot installed on servers in local network of Datacenter I form network of
storage of SAN. Knots interact with each other, updating information on the user database of a cloud and
notifying neighbors on changes in structure of knots. Thus the transparent scalability of a system is
provided.
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Figure 3 — Scheme of work of the file system

The system is designed in such a way that all main innovative part of the functionality providing
privacy of the stored data and resistance to mass losses of files on knots is implemented only in the client
software (figure 3).

In the current version, the mode of access to data on the individual keys developed by the splitting
module used in the only place namely at the time of reception/data transmission by the client to knots is
realized. Thus, outside the client application with initialized by the user key access to data is impossible,
and in a cloud, they are stored in the split unreadable look.

Testing of a security system. The considered security technology in cloud systems is installed by the
author on the servers of Kazakhstan hosting company LLP "Internet company PS". 3 servers are used,
cach of which runs three services in SaaS (Software as a Service) mode. As a result of the use of such a
configuration, the goal of a full-fledged layout of the system of 9 nodes has been achieved [20].

The configuration of 9 nodes corresponds to the second level of splitting, which allows achieving
resistance to losses of parts from 3 to 5. As shown by the testing of the security system under conside-
ration, conducted by the British company Locked Space Technology, Ltd (figure 4), the loss of 3 pieces of
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Figure 4 — The results of testing the security system (Locked Space Technology, Ltd)
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split files allows you to restore the original file with a probability of 100%. That is, the system has an
absolute resistance to file losses up to 33%. Loss of 4 files out of 9 (44.4%) allows you to recover a file
with a probability of 92.8%. Even the loss of 5 parts of the split file (55.5%) still has a fairly high proba-
bility of 64.3% recovery.

The servers are joined by an internal network of 100 MB/sec. As shown by the preliminary perfor-
mance tests of the system conducted at the stage of research and development, the speed of split-
ting/Assembly processes in this implementation depends mainly on the performance of the disk subsystem
and the level of splitting. For the second level of splitting, the download and read speeds are between 80-
100 MB/sec. Taking into account the existing network capacity of 70-80%, the utilization of the channel
can be considered satisfactory. Given the speed of external access from the Internet to the cluster of nodes
on average no more than 2-5 MB/s, we can assume that the speed of data access will not be limited to the
splitting/Assembly subsystem. The utilization rate of the external access channel to the internal SAN:
Voo 45%,

)
9
where Vo — the speed of Internet access and Vi — speed of access to nodes in the internal network.

External testing. Modern security methods are implemented by encrypting data, providing security
around the perimeter and at the end points, verification protocols and control of employees. A system that
stores data in a split form does not need additional protection from unauthorized access since split files do
not carry any meaningful content.

The Swiss company Equivalence AG, which is interested in our results of studies on the security of
distributed systems with data splitting, has independently tested the security parameters of the main basic
subsystems of our technology. In particular, various types of cryptographic attacks on data stored in a split
form and on traffic circulating in the system were simulated. The test results are shown in table 1.

Kg}ﬁ —

Table 1 — The testing results of the distributed storage of information
with a breakdown of the data conducted by an Equivalence AG

No || Name of test element Test parameter Amount Results
1 Traffic ?;tffﬁgg t,ot )(iiftermine the type of document: docx/odt, jpg, ~15GB Norrecognized
2 | Traffic Search in the stream of recognizable symbols ~15GB Not recognized
3 || Login Process Attempt to intercept the password 10 000 tests No success
4 | Login Process Trying to Client software spoofing (MITM attack) 10 000 tests No success
5 | Split Files/Metafiles Brute Force 8760 hours No success

Of particular interest is the Brute Force attack on split files in the conditions of a specially created on
the servers of the company "sandbox", in the form of an isolated virtual machine with a processor pool in
48x10 cores, with a clock frequency of 3.6 GHz. For the organization of attack, the split files of the 3rd
level of splitting were selected. As can be seen from the above table of the test Protocol (5th line), the
attack lasted 8760 hours, i.¢. 1 year of continuous search of bits in 480 parallel streams, which did not give
any results.

As you know, the number of search combinations n for each level will be equal to the number k of

ordered sets from the array j elements, i.¢. it will be equal to the placement A}’:

. !
n=Adk= " _
I (—k)
The number of possible bit permutations is: s = P, = t!, where t — the length of the bit sequence.
If you need to choose a sequence of bits in the i files from which you want to collect the original file,
we get:
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m =51 ~s5d~58 <8l
where m the resulting number of combinations and permutations of the bits in the file.
In our algorithm, the split parts are equal to each other, so
m=sl-52-53- _3i=3
And with the minimum required number of & parts for assembly of the file obtained the dependence

of the level splitting 4:
k=2 m =G

Get the General formula for calculating the number of combinations:

LWL = EL}.{{TQ?{}

Here, the total number of files and the minimum required number of file parts are related to the split
level / relations: j = 3* and & = 2" — when the length of the sequence of bits to be rearranged = 16
(=16, t! =20922 789 888 000).

The number of search combinations at the 3rd level is for a file with the length of 16 byte 1.3510°"°
(table 2). For example, in AES 256 the number of combinations of key search is 107",

7= 16 (2 bytes) 3 -
1 level 2 4 .38.10°
2-level 4 ~1.92. 103
3-level 16 ~1.35 . 1p=i2
4-level 32 ~1.82 - 10128

Table 2 — The number of search combinations

Discussion. The deployed distributed storage and information exchange system is easily scalable by
simply adding servers with NODE software installed. Infrastructure expansion is easy and inexpensive. In
addition, as the size of the infrastructure increases with the addition of storage units, the security and
reliability of data storage automatically increase. And as you know, reliability should always be taken into
account when deciding on operation and maintenance: "Reliability is the ability of technical devices to
perform certain functions, maintaining their operation within the specified limits for the required period of
time or the required operating time in certain operating conditions” [21].

Thus, it can be concluded that the parameters of information security in the cloud with distributed
storage using the method of splitting data meet modern requirements for the security of cloud techno-
logies.

To date, the most common method of preventing data loss is multiple backup and replication (real-
time copying), i.e. creating multiple copies of the source file. Implemented the system requires no
additional costly infrastructure of redundancy and Backup, and can be used, in particular, in the field of
processing of large amounts of data on the Mapreduce model [22].

A. K. KapHmKaHOBal, K. M. Carnngsixos’, A. M. I‘ynonz, Kalin Dimitrov’

'J1. H. T'ymunes atsiaaars Eypasus yirteik yausepcnreri, Hyp-Cyran, Kasakcran,
*KeMEpOBOHBIH YITTHIK yHHBEpCHTETI, Kemeposo, Pecei,
>Co(DMAHBIH TEXHHKATBIK YHHBEPCHTETI, Borapus

KOII OJILEM/I )KYITHIK AJITTOPUTMAEPIH KOJTIAHA OTBIPBII, JEPEKTEP/I BIABIPATY
KE3IHJIE AKITAPATTEIK *KYHEJTEPATH TAPATBLIFAH JEPEKTEP KOPLIHBEIH ITAPAMETPJIEPT

Annotamust. Kazipri yakpITTa akmapaTThH >KOFadybIH OOTIBIPMAY IbIH KAl KAOBULTAHFAH OICI K6 MOpTE
pesepBTey OOIBIT TaOBLIAABL, Oy YJIKCH MaTCpHANABIK IIBIFBIHAApPFA okeneai. Makana asroprapsl d3ipiercH Big
Data xayimcizaik >KyHeci cakTay OpbIHIAPBIHBIH IIIIHAPA >KOFANyBIHA TO3IMIIL KOIl eIIMeM Il aHKBIHIBIK aJITOPHTM-
JCPiH KOJAAHA OTBIPHIN, KOFAPBI KAVIMCI3AIK ACHICHIH KOPCETTi, aram aWTKaHAa OYITTHI TCXHOJIOTHATIAPAA TMAW-
JanaHy kesiHae. by amropurmae mepekTep (aHmmapAaslH Kem CaHbIHA OOMiHCHI, OJApABIH OPKAMCHICH OyiITTa
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IIamIbIpaFraH OACTANKbl aKMAPATTHIH Oip OWTIH A€ KAMTYBI MYMKIH eéMec. ABTOpJIAp ICKE achIPFaH KyHe KOCHIMINA
KBIMOAT Pe3epBTCY MH(PAKYPBUIBIMBIH TAJIAI CTIICHAI, OHAM MacmTadTanaasl, KCHEHTICHl, opi cakTay OipikTepiH
KOCa OTHIPHIN, HHOPAKYPHUIGIM KOJICMIHIH YIFAIObIHA KapaH ACPEKTEPAl CAKTayIbIH KaYINCi3miri MEH CEHIMALIITI
ABTOMATTHI TYPAC apTambl. JCpeKTepAl BIIBIPATYMCH YIACCTIPUITCH CaKTay TCXHOJOTHACHIHBIH HETI3T1 0a3aTbIK Kilmi
JKYHETepiHiH Kayinci3aik mapaMeTpiepiH TECTiICY HOTWKENEPl ansIHABL HoTmkenep Kayinci3aik mapamMeTpiaepiiy
Ka3ipri 3aMaHFBI TAJANTapFa COWKECTITIH MKOHE THICIHIIEG KpIMOAT pesepBTey HH(PaKypsLibiMbI MeH Backup 6achiM-
JOBIFBIH A3aWTY MYMKIHIITIH KepcerTi. Jlepekrepal a’KeIpaTyMeH YJICCTIPUITEH CaKTay TEXHOJOTHICHI CAKTAyAaFrbl
AKIMapaTThIH KONTETeH KATEpPICPiHE XKOHE YIKEH CCENTEyICpPre THIMAI KAPChl OPEKET €TY MYMKIHAITIH ammaThiH
KayinCi3miKTiH jKaHA MAPAIUTMACHIH ©31HC KOPCCTCL.

Tyiiin ce3aep: aKmapaTThIK KayincCi3aik, OYJIBIHFBIP TCXHOJNOTHSAIAP, ACPCKTCPIl YICCTIPLITCH CaKTay, aKbl-
pary.

A. K. KapHmKaHOBal, K. M. Carnnasikos’, A. M. I‘ynonz, Kalin Dimitrov’
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HAPAMETPBI PACIIPEJEJEHHBIX BA3 JAHHBIX HHOOPMAINIHOHHBIX CHCTEM IIPH
PACIHIEIIVIEHUHA JAHHBIX C IPUMEHEHHUEM AJI'OPUTMOB MHOI'OMEPHOU YETHOCTH

Annortamus. K HacTosmeMy BpeMEHH OOIICIIPHHATHIM METOIOM IIPEAOTBPALICHIUS TOTEPH HH()OPMAIHH SIBILI-
€TCSl MHOTOKPATHOS PE3CPBHPOBAHKE, YTO MPHBOAMUT K OTPOMHBIM MATCPHAIBHBIM 3aTpataM. PaspaboTaHHas aBro-
pamu cratbu cucteMa OezomacHoct Big Data ¢ mpuMeHEeHHEM alTOPUTMOB MHOTOMEPHOM YETHOCTH, YCTOHUMBBIX K
YACTHIHBIM HMOTCPAM MCCT XPAHCHWI, ITOKa3alia TOBBIIICHHBIN YPOBCHB 66301’[3CHOCTI/I, B YaCTHOCTH IPH HCHOJIb-
30BaHHH B OOIAYHBIX TCXHOJIOTHAX. B 3TOM aNroput™Me JAHHBIC PACIICIULIFOTCA HAa OOIbIIOC YHCIO (PaiiioB,
KKABIH H3 KOTOPBIX HE MOKET COACPKATH JAaXKe OAHOTO OHTA PACCPEIOTOUCHHON B 00IAKe HCXOIHOH HH(OPMAIHH.
PeanmmzoBaHHAs aBTOpaMH CHCTEMA HE TPEOYET JOTIOTHHTSIBHON JOPOroil HH(PPACTPYKTY Pl PE3CPBHPOBAHHS, JICTKO
MACIITAOHPYCTCA, PACIIMPSCTCA, MPUYEM 0 MEPE YBCIMHCHHS PAa3MEPOB HH(PACTPYKTYPHI C JOOABJICHHUS ¢IHHHUILL
XPaHCHUA ABTOMATHYCCKH YBCIIHIHBACTCSA 0C30MACHOCTh U HAACIKHOCTD XPAHCHUA JAHHBIX. HOJ'Iy‘{eHI)I PE3yIbTATHI
TECTHPOBAHUS MAPAMETPOB OS30MACHOCTH OCHOBHBIX 0A30BBIX MOJCHCTEM TEXHOJOTHH PACTPEICIICHHOTO XPAHCHHAS
C PACHICTIICHHECM JAHHBIX. Pe3ymbTaThl MOKA3aMH COOTBETCTBHE MAPAMETPOB OS30MACHOCTH COBPEMEHHBIM TPebo-
BAHUSAM M, COOTBCTCTBCHHO, BO3MOKHOCTH YMCHBIICHHA JOMHHHPOBAHUSA JOPOTOH HH(PPACTPYKTYPHI PE3CPBHPO-
Banusd U Backup. TeXHONOTHA pacmpeaeeHHOTO XPAHCHUS C PACIICIUICHHEM JAHHBIX BOIUIOINACT B CeOc HOBYIO
mapagurMy O0€30IMacHOCTH, OTKPBIBAOIIY 0 BOBMOXKHOCTD 3(D(DeKTHBHOTO MPOTHBOACHCTBHS MHOTOYHCICHHBIM YTPO-
3aM XpaHUMOW HH(OPMAIHH 1 OOTBIINM BBHIMUCICHISIM.

KmodeBnie cjioBa: 0¢30macHOCTs HHPOpMAIHH, 00TAYHBIC TCXHOJOTHH, PACHPEACICHHOC XPAHCHHE, PACIICTI-
JICHHUC JAHHBIX.
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