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INFORMATION SYSTEMS OF INTEGRATED MACHINE LEARNING
MODULES ON THE EXAMPLE OF A VERBAL ROBOT

Abstract. In this work, information systems of integrated machine learning modules have been performed
using the verbal robot as an example. Hardware components have been developed, logical components that have
been assembled and /or developed to implement an automated verbal robot system, module tracking has been also
performed that can track human faces in real time through the OpenCV library and automated services on Jetson
TX1 SoC for maneuvering a mobile robot chassis.
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Introduction. An automated platform to study the role of the verbal robot is shown in [1]. In [1], a
humanoid robot was developed by French sculptor Gael Langevin using the InMoov platform as part of a
public project initiated in 2012,

The main software architecture is the implementation of Automatic-Deliberative (AD) Architecture
[2]. The main component of the AD architecture is skill [3]. Skill is a minimal module that allows the
robot to perform an action, such as moving through the environment, reading products from a laser sensor
or communicating with a person.

In essence, skill is a process that conducts computational operations and shares the results of these
operations with other skills. For example, imagine a skill that is responsible for detecting obstacles using
laser readings. In this case, the main skill operations: reading laser data, deciding whether there is an
obstacle or not and making this information available to other skills. The partitioning mechanisms used by
skills are events (a communication mechanism that follows the publisher/subscriber paradigm described
by Gamma et al. in [4]), or a shared memory system. ROS [4] is an open source, meta-operating system
for robots.

It provides services similar to those provided by the operating system (OS), including hardware
abstraction, low-level device control, implementation of commonly used functionalities, interprocess
communication, and package management. In addition, it also provides tools and libraries for obtaining,
building, writing, and managing code in a multi-computer environment.

The main concept of ROS that applies to this article is nodes and themes. The first is the minimal
ROS architecture unit structure. These are processes that perform the calculation. Essentially every skill is
implemented as a ROS node. The latter, topics, are a communication system that allows the exchange of
information between nodes. They are, in fact, the implementation of Announcement events.

Method of research.

Hardware Components. The central processor consists of the Arduino Mega ADK
https://store.arduino.cc/arduinomega-adk-rev3) board. This microcontroller is responsible for collecting
commands from various software modules running on the PC discuss later and transmitting them to the
servos. Two cameras were placed in the robot's eyes to reproduce the vision system. Two speakers were
used for sound reproduction; they were attached to the amplifier Board and placed in the robot's ears. An
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external microphone was used for the auditory system to limit the effects of noise produced by the servos
on the perceived audio. The robot assembly includes 28 servos with different speeds and spins distributed
across the body and providing a total of 28 degrees of freedom (DOFs). All arm servos have been
modified to allow robot joints to perform voluntary rotations not allowed in the original design. The arm
chain (omoplate, shoulder, biceps, elbow, forearm, and wrist) consists of six articulated inverse kinematics
(IK) of use.

Software components. The logical components that were assembled and/or developed to implement
the automated verbal robot system are illustrated in figure 47. In the created architecture, which was
inherited from the InMoov project, the lowest layer is represented by physical robot sensors and head
drives.

Application Receptionist Robot

Middleware MyRobotLab

Interaction Logic

Gaze Gesture Chatbot
Control
Face ‘ Vioice Voice
tracking Nevigation synthesis recognition
Sensors and Servomotors Webcams Speakers Microphone

actuators

Figure 1 — The control layer consists of eight main modules that are used to control the directional functions of the robot

Face tracking: The module processes the video stream received from the cameras to detect the
presence of human faces and their positions in the field of view of the robot. It is based on MyRobotLab
(http://www .myrobotlab.org) A tracking module that can track human faces in real time using OpenCV
(https://opencv.org) library. When a face is traced, the top of the robot is adapted to hold a specific face in
the center of its field of vision. In the case of using a technique in which the robot is expected to be placed
in public and crowded places, not all detected people may want to start a conversation. Therefore, in order
to limit the number of unwanted activations, two events, 1.¢. found face and lost face were added to the
original module. Therefore, in order to limit the number of unwanted activations, two events, i.e. found
face and lost face were added to the original tracking module.

The found event is triggered when a human face is detected in a given number of sequential struc-
tures; likewise, a lost face event is triggered when no human face is detected in a predetermined number of
structures. The data produced by this module is sent to look closely at the module.

Gaze: This module is responsible for the upper part of the guiding robot and eye movements during
human user interaction. For example, in greetings and farewell phases, the robot's gaze is focused on the
user's face. In the configuration studied, in which the robot gives directions by indicating destinations on a
map, the gaze is directed to the map.

Chat bot: This module represents the brain of the system and produces responses to the text based on
the received textual stimuli. A publicly accessible natural language processing language chatterbot that
uses an XML schema called AIML (Artificial Intelligence Markup Language) to enable conversation
customization With AIML it is possible to define the keywords/phrases that the robot needs to capture and
understand (related to the greeting/farewell phases as well as the destinations) and should provide answers
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Figure 2 — Found face in the program MyRobotLab

(greeting/farewell expressions and directions). In addition, when a keyword/phrase relative to a destination
is defined, the AIML language can be used to activate robot hand gestures to provide directions by
sending the requested information to the Navigation module. Purple clouds represent examples of possible
user input, while gray clouds are examples of possible robot responses.

Voice recognition: To allow the robot to communicate by voice with the user, two software tools are
needed: the Text to Speech (TTS) tool to speak to the user and the Automatic Speech Recognition (ASR)
tool to hear and understand what the teacher is saying. The first tool, TTS, is a technology that converts
written information into spoken words, that is, TTS says any text that it receives as input. Conversely,
ASR converts any human utterance captured by a robot microphone into written text that can be under-
stood by a computer.

Speech
Feature
Feature Vector Decod Words
USRS i : | . ecoder
Extraction
Acuﬁstic Pronunciation Language Mode -
Models Dictionary S |

Figure 3 — Speech recognition engine

In [5], commercial TTS and ASR tools were used. TTS provides Application Interfaces (APIs) for
both TTS and ASR. These APIs are wrapped in the form of two skills: Skill ETTS (Emotional Text for
Speech) and Skill ASR [6]. They are wrapped in the form of skills, so they allow other skills to send the
utterance into the ETTS skill and recover what the user said from the ASR Skill, simply using the commu-
nication mechanisms. This module receives voice commands from the microphone, converts them into
text using Google's WebKit speech recognition API and sends the result to the Chatbot module.

Voice synthesis: This module allows the robot to talk. It receives text messages from the Chatbot
module, converts them into audio files through MaryTTS (http://mary.dfki.de) speech synthesis engine
and sends them to speakers. In addition, when a message is received, it triggers a moveMouth event that
causes the robot's mouth to move, synchronizing with the spoken words.
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Figure 4 — Voice synthesis circuit block

Navigation: This is the main module that has been developed in this work and combined into
MyRobotLab to provide users with directions for the desired destination. SLAM - updates the map of an
unknown environment, while tracking the location of the agent in it [1]. Fig. 1 shows a simplified version
of a common SLAM pipeline that operates as follows:

1. Inertial Measurement Unit, or IMU, consists of a gyroscope to measure angular velocity and
accelerometers to measure acceleration in three axes. The IMU produces six data points (angular velocities
in three different axes and acceleration in three axes) at a high rate and feeds the propagation stage with
data.

2. The main task of the Propagation Unit is to combine the IMU data points and produce a new
location. Since the IMU data is obtained at fixed intervals, combining the acceleration twice over time, we
can obtain the agent movement during the last interval. However, since IMU hardware typically has bias
and errors, we cannot fully rely on Propagation data so that positions do not gradually produce drift out of
the actual path. To fix the drift problem, we use a camera to capture structures along the path at a fixed
interest rate, typically 60 meters per second. Structures captured by the camera can be fed with a Feature
Extraction Unit, which extracts useful angular singularities and produces a description for each feature.
The extracted features can then feed the Mapping Unit to expand the map as the Agent explores. Note that
we mean by map a collection of 3D points in space, each 3D point would correspond to one or more
characteristic points found in the feature extraction unit.

3. In addition, the detected features would be sent to the Update Unit, which compares the features
with the map. If the detected features already exist in the map, the Update unit can then retrieve the agent's
current position from the known map points. With this new provision, the Update Unit can correct the drift
introduced by the Propagation Unit. In addition, the Update unit updates the map with recently detected
feature points.

In this implementation, we use our own SLAM system, which uses a stereo camera to image at a
level of 60 meters per second, with each structure measuring 640 by 480 pixels. In addition, the IMU
produces 200 Hz IMU updates (three axes of angular velocity and three axes of acceleration).

Gesture: This module was created as part of this work. Its role is to force the robot to execute a
gesture sequence suitable for the particular directional modality that is being considered (in the air or a
map indicating gestures) and a specific selected destination.

Interaction logic: This module controls all the previous ones based on the human robot interaction
flow and the directional modality in use. As an example, while the robot says the use of Voice synthesis
module, the voice recognition module should be stopped to avoid misconduct.
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Figure 5 — Visual inertial execution of SLAM

The execution of the above modules is organized by the middleware layer, which is represented by
MyRobotLab service and acts as an intermediary between the application layer and the robot functionality.

The stack is completed by an application layer that actually implements the reception logic illustrated
in Figure 6, thus forcing the robot to interact with human users and give directions in a natural way. When
the system starts, it initializes the MyRobotLab modules and waits for exteral stimuli to start the
interaction. The stimuli can be either a detected face or a voice command given by the user. In the first
case, the registrar’s robot starts interacting with the phrase of congratulations: “Hello! I can give you
signs! Where do you want to go? ” Subsequently, the user can continue the interaction as shown in figure 5.
If no answer is detected, the robot's profit is in the waiting phase. In the second case, the user starts
interacting with congratulations to the robot or asking him about this destination. The interaction
continues, as illustrated in figure 6.
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Figure 6 — Applied Logic of an Automated Verbal Robot
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Research results. Automated system on the Jetson TXI. In this section, we present how we
implement the aforementioned automated services on the Jetson TX1 SoC to maneuver the mobile robot
chassis. We will install the hardware, system architecture, as well as the performance and power
consumption of such an implementation.

Hardware Installation. For the robot and the implementation of services over it, we first need to
install the hardware. The robot consists of two parts: the perception and decision units implemented on
TX1 and the execution unit, which is the robot chassis. The robot chassis receives commands from TX1
and executes these commands accordingly.

This module generates stereo VGA resolution images at 60 meters per second along with IMU
updates at 200 Hz. This source data is fed to the SLAM pipeline to produce accurate location updates and
fed to the CNN pipeline to perform object recognition. In addition, the TX1 Board is connected to the
main chassis via serial communication. Thus, after going through the stages of perception and decision,
TX1 sends commands to the main chassis to move it. For example, after the SLAM pipeline creates an
environment map, the solution pipeline may order the robot to move from location to location B, and
commands are sent via the serial interface. For speech recognition, for commands we set to continuously
perform audio playback to speech recognition. In addition, a 2,200 mAh battery is used to power the
TX1 Board.

System architecture. In order to closely integrate these services on the installation of hardware, the
next task is to design a system architecture. Figure 7 presents the system architecture that we implement
on TX1. In the frontend, we have three sensor threads to produce the initial data: the camera thread produ-
ces images at a level of as much as 60 Hz, the IMU thread produces inertial updates at a rate of 200 Hz,
and the microphone thread produces an audio signal at a rate of 8 kHz. The IMU image and data then
enter the SLAM pipeline to update the position at a rate of 200 Hz. Meanwhile, when the robot moves, the
SLAM pipeline also expands the environment map. Position updates, along with an updated map, are then
sent to the navigation thread to decide how the robot makes its next move. Image data is also included in
the object recognition pipeline to extract the labels of the objects the robot encounters. Object labels are
then filed into a reaction unit, which contains a series of rules for what to do next when a specific label is
detected. For example, a rule might be that every time a human face is detected, the robot should greet the
person. The audio data passes through the speech recognition pipeline to extract commands, and then
commands feed the command unit. A command unit stores a series of predefined commands, and if an
incoming command matches one on the predefined command interface, then the action is triggered. For
example, we execute the command "stop", every time the robot hears the word "stop", it stops all its
ongoing actions.

Camera I IMU
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<map, positions>
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Navigation
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——

Reaction
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Figure 7 — System integration
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In its own process, this architecture provides a very good separation of different tasks with each task.
For different tasks to use the main heterogeneous computing resources should be fully connected to high
efficiency and energy efficiency. For example, feature extraction operations used in frontend SLAM, as
well as CNN computations, show very good data parallelism, so it might be advantageous to offload these
tasks to the GPU, and free some CPU resources for another computation, or for energy efficiency.
Therefore, in our implementation, the SLAM frontend is offloaded to the GPU, the SLAM backend is
executed on the central processor; most object recognition is offloaded to the GPU; speech recognition
task is performed on the central processor. We explore how this setup behaves on the Jetson TX1 SoC in
the following subsections.

Conclusion. The conducted theoretical researches proved a new constructive and technological
scheme of verbal robot, including pattern recognition, speech, navigation, localization. Using research
methods of complex systems of machine learning, it is structured into blocks integrated into common
platforms, the blocks are divided into elements, and the equations of omnidirectional movement of the
robot are compiled and solved.

The modeling of a humanoid robot with the creation of mechanisms for the movement of robot
organs has been developed. Electrical circuits for power supply and control of servos, sensors and motors
have been constructed. The robot parts have been modeled on a 3 D printer and the robot body has been
created. A system has been proposed in which various complex machine learning modules will be
integrated.

Most existing implementations use high-level central processing units that consume more than
100 watts for multiple services per robot system. Robots are mobile systems with strict constraints on the
energy. Meeting the real-time requirements for mobile robots, we have to simultancously enable all of
these services at approximately 10 watts of power. In this paper, we present our studies of integrating
localization, vision and speech recognition services on a mobile robot.

On an Nvidia Jetson TX1 SoC, with approximately 10 watts of power consumption, a system
architecture was designed. Using the central processor for other tasks provided by SoC, using the GPU
mainly for frontend SLAM tasks, we will be able to efficiently use heterogencous computing resources.
To offload computer vision and speech recognition tasks to the cloud we tried to achieve high energy
efficiency. While still meeting real-time requirements, our research shows that if the cloud is deployed on
a local network, offloading these tasks can easily double the robot's battery life.

M. Kanmumoagaes, M. AXMET/KAHOB,
M. Kynenbaes, T. Cynaeron

KP BFM FK aknaparTsIk skoHE €CENTEYil TEXHOIOTHS HHCTUTYTHI,
Amvarer, Kazakctan

HHTEI'PAJIIBIK MAIIIMHAHBI OKBITY YIIITH
AKINAPATTBIK KYUEJEPA MBICAJIBI BEPBAJIJIBI POBOTBIH KACAY

AnHoTtamust. JKyMbIcTa MbICal PETiHIE aybl3Ima POOOTTHI KOJIAHA OTBHIPHIL, ABTOMATTAHIBIPHUFAH OKY
MOy JIbJCPiHIH aAKMapaTThIK >KyHenepl OpbIHAANIB. ABTOMATTAHABIPHUIFAH AybI3MIa POOOT >KYHECIH CHIi3y YIIiH
anmapaTThIK Kypajzap >Kacajisl, JIOTHKAJBIK KOMIIOHCHTTED >kacandbl, coHbIMEH Katap OpenCV kitamxaHacsel
apKbLIBI HAKTHI VAKBIT PSKUMIHAC aJaMHBIH OcT-OciHECiH OaKplIail aJaThlH MOIYJbACPAl OakelIay »koHe Jetson
TX1 SoC yuriH aBTOMaTTaHIBIPBUFAH KBI3MET KOPCETY KY3ETe aCHIPhULABL KBILKBIMAIBI POOOT IIACCHIHE MAHEBP
JKacay.

Tyiiin ce3aep: aKnaparThIK KyHenep, KipikTipiireH MOIyIbAep, MAIIHHAIBIK OKBITY, aybI31Ia poOoT.
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M. Kaymmosmaes, M. Axmer:kanos, M. Kynea6aes, T. Cynaeror
WrcTnTyT nHEGOpMAnnOHHBIX U BErMuCIHTENbHBIX TexHoNoTHit KH MOH PK, Anvatsl, Kazaxcran

HWHP®OPMAIIMOHHBIE CHCTEMbI HHTETPHPOBAHHLIX MOAYJIEA
MAINIMHHOI'O OBYUYEHMUSA HA TIPUMEPE BEPBAJIBHOT O POBOTA

Annortamusi. B manno#i padore mH()OPMALMOHHBIE CHCTEMBI HHTCTPUPOBAHHBIX MOJYJICH MAIIMHHOTO O0yye-
HUSI OBLTH BBITIOJTHEHBI HA IIPUMEPE CIOBECHOTO poOoTa. brlmm pa3paboTaHs! anmapaTHbIc KOMIIOHCHTHI, JTJOTHUCCKHC
KOMITOHEHTBI, KOTOPBIE OBLTH COOPAHBI U Pa3pabOTAHBI Il PEaIn3allii ABTOMATH3HPOBAHHOW CHCTEMBI CIIOBECHBIX
pOOOTOB, TalKe OBLIO BBHINOIHCHO OTCICKUBAHHE MOJIYJICH, KOTOPbIE MOIYT OTCIICIKHBATh YEIOBEUCCKUE THLA B
PEKUME PeanbHOTO BpeMeHH uepe3 ondmmoteky OpenCV m aBromarusuposaHHble cepBHCH Ha Jetson TX1 SoC aa
MaHEBPHUPOBAHMUS MACCH MOOHILHOTO POOOTA.

KimoueBpie ciioBa: mH(DOPMAIMOHHBIE CHCTEMbI, HHTCTPHPOBAHHBIC MOJYJIH, MAIIMHHOE OOY4CHHE, CIOBEC-
HBII poOoT.
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