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CRITICAL ANALYSIS OF SCIKIT-LEARN ML FRAMEWORK
AND WEKA ML TOOLBOX OVER DIABETES PATIENTS
MEDICAL DATA

Abstract. In this research study two ml tools tested i.e., scikit-learn and Waikato Environment for Knowledge
Analysis, over three supervised machine learning algorithms. The comparative analysis has been performed on tree
supervised machine learning algorithms i.e., decision trees, logistic regression and multi-layer perceptron neural
network on medical data for patients with two types of diabetes disorders. Diabetes-Mellitus refers to the metabolic
disorder that happens from malfunction in insulin secretion and action. It is characterized by hyperglycemia. The
diagnosis of diabetes is very important now days using various types of techniques and thus selection of framework
is important. The dataset has been obtained from UCI machine learning repository for Pima Indian Diabetes patients.
During the research the comparative analysis studies have been performed which revealed that less complex
algorithms can be used for disease diagnosis and possess better performance when properly configured.

Keywords: diabetes mellitus, supervised leaming, performance analysis, clinical decision support systems.

Introduction. There are many machine learning frameworks and tools available for public use. This
research study tries to thoroughly analysis two tools and reveal which all trade-offs.In this study, the
comparative performance analysis of three supervised machine learning algorithms is studied i.e, decision
trees, logistic regression and artificial neural network and advantages of using Waikato Environment for
Knowledge Analysis (WEKA) machine learning toolbox [3] is shown in Figure 1. Using WEKA toolbox
is relatively easy which has many build-in options as compare to scikit-learn framework where in order to
use algorithms users need to write code as shown in Figure 2.

The comparative analysis is going to be performed on medical dataset. Currently the computer aided
diagnosis plays an important role in the medical field. It has been shown that the benefits of introducing
machine learning into medical analysis are to increase the diagnostic accuracy, to reduce costs and to
reduce human resources. The algorithms are tested over the Pima Indian diabetes dataset. Pima Indian
Diabetes database had been examined with several different machine learning methods in the past [5-9].
Diabetes-Mellitus refers to the metabolic disorder that happens from malfunction in insulin secretion and
action. It is characterized by hyperglycemia. There are two types of diabetes disorder but generally the
symptomatic and lab results are same. The diagnosis of diabetes is very important now days using various
types of techniques.
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#Read pima dataset file and extrackt instances

fp = open('pima indians diabetes.txt', 'r')
cnt=1

data=[]

target=[]

for line in fp.xreadlines():
instance=split({line,',")
dp = []
for idx in range(0,8,1):

dp.append(float (instance [idx])}

data.append (dp)

target.append(float(instance[8]))

#mrint cnt,'. ", line

rdl e p o podliES

cnt+=1

option=raw_input({'Do you want to normalize-n or standardize-z data or none ? : ')

if (option=='n'):

data norm=preprocessing.normalize (data)
elif (option=="'s"'):

data_norm=preprocessing.scale (data)
else:

data_norm=data

fig = plt.figure()
ax = fig.add subplot(lll)

typel=ax.scatter([d[5] for 4 in data norm], [d[7] for d in data norm], color='red')

X train, X test, Y train, Y¥_test = train test split(data norm, target, test_size=0.3, random state=0)

dt=DecizionTreellassifier()
dt.fit(X train,¥ train)

predictedClassDT = dt.predict(X test)

print 'DT Accuracy :',metrics.accuracy score (expectedClass, predictedClassDT), '--- MSE:',metrics.mean squared err(

Figure 2 — Initialization and simulation of algorithms code on scikit-learn framework
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Materials and methods

A. Data Collection

The data set was obtained from the UCI Repository of Machine Learning Databases [3]. The data set
was selected from a larger data set held by the National Institutes of Diabetes and Digestive and Kidney
Diseases. The patients in the Pima-Indian dataset are women at least 21 years old and living near Phoenix,
Arizona, USA. The dichotomousoutcomeattribute takes the values ‘0 or ‘1°, where ‘1° means a positive
test for diabetes and ‘0’ is a negative test for diabetes. There are 500 (65.1%) cases in class ‘0° and 268
(34.9%) cases in class ‘1°. The dataset contains eight clinical findings which are:

1. Number of times pregnant

2. Plasma glucose concentration a 2 hours in an oral glucose tolerance test

3. Diastolic blood pressure (mm Hg)

4. Triceps skin fold thickness (mm)

5. 2-Hour serum insulin (mu U/ml)

6. Body mass index

7. Diabetes pedigree function

8. Age (years)

B. Decision Trees

A decision tree (DT) is a graph that uses a branching method to illustrate every possible outcome of a
decision for particular. The goal in building a tree is to identify a best splitting attribute which is being
found by Entropy and Information Gain. The detailed theoretical background regarding decision trees can
be found here [2].

C. Logistic Regression

The logistic regression (LRM) has wide range of implications in medical research field. The LRM
model is used for the classification of the attributes, which might help to classify the outcome. The
distinctive feature of the model is that the outcome variable is dichotomous. The result is not bounded to a
linear form. As a result, the created model can be used to classify a newly provided data via placing them
in a model for the probability P, the detailed information is provided in [1].

D. Multi-Layer Perceptron Neural Networks

Multi-layer perceptron neural networks (MLP)are processing devices, whichclosely resemble a
modelof the neuronal structure of the mammalian cerebral cortex. LargeMLPs might have hundreds or
thousands of processor units, whereas a mammalian brain has billions of neurons with a corresponding
increase in magnitude of their overall interaction and emergent behavior. Generally, the neural network
has three components or layers. The first layer is called input layer, through which it gets data inside
network on our case disease related attributes. The second layer is called hidden where all operations
performed. The last layer called out where network make final decision regarding patient’s condition. The
detailed information regarding neural networks provided in [1, 2].

E. Simulated Program

The Waikato Environment for Knowledge Analysis (WEKA), is one of the best tools in teaching
machine learning without going into details first. The tool is basedon Java platform that contains a large
number of algorithms for data preprocessing, feature selection, classification, clustering, and finding the
associative rule [4]. WEKA uses a common data representation format, making comparisons easy. It has
three operation modes 1.e., GUL, Command Line, and Java APL

F. Performance Measures

Evaluation of the classifier to measure the quality is commonly evaluated based on the data in the
confusion matrix. Several standard measures have been defined for correct and incorrect classification
results of the matrix. The most common practical measure to evaluate the performance is accuracy, which
is defined as the proportion of the total number of instances that were classified correctly.

Recall is the mean proportion of actual positives which are correctly identified. Precision is the mean
proportion of positives which are relevant.F-measure is a harmonic mean of recall and precision. 7P rate
is a measure which shows the matching states of particular instances. F'P rate is a measure that shows the
mismatching states of particular instances.

These performance metrics are calculated according to the data in the confusion matrix which are
obtained by the WEKA tool.
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Simulation results

In this study, the Pima dataset of patients with diabetes disorder, which containing 9 original features
by using three machine learning methods i.e., DT (C4.5), LRM and MLP used for classification. The per-
formance metrics like accuracy, recall, precision and f-measure along with error metrics forall features has
been performed using 10-fold cross-validation see Figure 3. The simulations were performed by using
WEKA3.8 machine learning tool. In scikit-learn users need to import special libraries to show the output
results.

Classifier output

T

Time taken to build model: 89.51 seconds

=== Stratified cross-validation ===
=== Summary ===

Correctly Classified Instances
Incorrectly Classified Inatances
Kappa statistic

Mean absoclute error

Root mean squared error
Relative absolute error

Root relative squared error
Total Number of Instances

34.8958 %
€5.1042 3

== Detailed Accuracy By Class =—=

TP Rate FP Rate FPrecision Recall F-Measure MCC ROC Area PRC Rrea Class

0.000 0.000 0.000 0.000 0.000 0.580 0.661 tested negative

1.000 1.000 0.349 1.000 0.517 0.580 0.430 tested_positive
Weighted Avg. 0.349 0.349 0.122 0.348 0.181 0.000 0.580 0.580

=== Confusion Matrix ===

a b <-- classified as

0500 | & = tested negative
0 262 | b = testsd positive
i
4
Figure 3 — Simulation results in WEKA toolbox
Accuracy metrics of ML algorithms
No of correct ins. with % No of incorrect ins. with % Build time
DT 567 - (74%) 201 - (26%) 0.12 sec
LRM 593 - (77%) 175 - (23%) 0.15 sec
MLP-NN 583 - (76%) 185 - (24%) 1.45 sec

According to the results provided in Table, the LRM model outperforms remaining methods with the
overall accuracy of 77% even though the MLP is considered one of top classification methods it came the
second one in this race. During the analysis we have identified that this problem was due to overfitting
issue.

The Figure 4 contains the five different performance measure results for three machine learning
algorithms. Based on the results the LRM method outperforms MLP by 1% and DT by 3% on overall.
Even though the MLP considered the complex method for classification and prediction the complex nature
of it, which contained one hidden layer with 5 nodes fall into problem of overfitting. In the literature
survey we have find out that for three algorithms the accuracy metric was varying from partition to
partition. For example, when we see the accuracy of C4.5 model, 77.08% in case of 75-25% training-
testing partitions, 76.72% in case of 85-15% training-testing partitions and 75.32% in case of 90-10%
training-testing partitions.

The Figure 5 shows three error metric results 1.e., Kappa statistics, Mean Absolute Error (MAE) and
Root mean square error (RMSE) for simulated machine learning algorithms. The Kappa statistics
measures the agreement of prediction with the true class. The value which is bigger than zero indicates
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050
0.45
0.40
® Kappa stat.
035
MAE

H RMSE
030

0.25 1

DT LRM MLP-NN

Figure 5 — Error metrics of ML algorithms

that algorithm is not performed based on chance but rather taking more logical approach. The MAE
measures the average magnitude of the errors in a set of forecasts, without considering their direction and
the value close to zero is better. It measures accuracy for continuous variables. The RMSE measures the
average magnitude of the error and the value close to zero is better. Based on simulation results shown in
Figure 2, the LRM outperforms all other methods. The scikit-learn framework is more flexible and
complete as compare to WEKA but using it is more difficult.

Conclusion. In this research study two ml tools tested over two ml frameworks by using three-
supervised machine learning algorithms. The algorithms applied overthe Pima Indians Diabetes (PID)
medical dataset. The scikit-learn framework is more flexible and complete as compare to WEKA but using
it is more difficult. The performance of LRM was the best for all performance and error metrics. The LRM
method outperforms MLP by 1% and DT by 3% on overall. MLP is considered one of top classification
methods it came the second one. During the analysis we have identified that this problem was due to
overfitting issue. As a result,shows that, LRM methods can be a good and practical choice to classify a
medical data. WEKA toolbox was more user-friendly and easy to use but less flexible.
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"Kadenpa koMIbIOTEpHBIX HAyK, yHHBepcuTer Cyneiivana Jemuper, Kackenen, Kazaxcran,
2Me>1<;[yHapoz[HLH71 yHHBepcuTeT HH(popManuoHHbIX TexHonoruil (MYUT), Ammarsr, Kazaxcras,
*Kasaxckuit HAHOHANBHBIN yHHBEPCHTET HM. amb-Dapabu, Anmvatsr, Kazaxctan

KPUTHYECKHA AHAJIN3 MEJUIIUHCKHUX JAHHBIX NAOUEHTOB C TMABETOM
IMPH MOMOIHA ®PEUMBOPK ASCIKIT-LEARNML U ITPOT'PAMMBI WEKA

Amnnortamust. B 31oit paboTe 11 aHam3a 3HAHUI PACCMATPHBAFOTCS ABA HHCTPYMEHTA: makeT Scikit-o0yueHue
u Waikato, a Taxoke TPy KOHTPOIMPYEMBIC aTOPUTMBI MAIIHHHOTO 00yueHU. CpaBHHUTCIIFHBIN aHAIA3 OBLT MPOBE-
JCH Ha ACPEBE C UCMOIBb30BAHAEM AJITOPHTMOB MAIIHHHOTO OOYYCHHS, T.€., aHATA3 ObLI MPOBEICH HA JCPEBE pele-
HHUH, C UCTIOJB30BAHHEM JOTHCTHYCCKON PErPEeCCHH M MHOTOCIOWHON HEHPOHHOW CETH HA MEIHIUHCKHUX JAHHBIX
JUIS TANACHTOB C ABYMS THIAMH 3a00JIeBaHUI caxapHOro auabera. B Hacrosmee BpeMsa THATHOCTHKY CAXapHOTO
/:ma6eTa MOXHO AHATHOCTHPOBATH C MOMOINBH) PA3JIAYIHBIX THIIOB TCXHHYCCKHX CPCACTB, OJHAKO 34CCH OYICHB
BaKCH BBIOOP MeToAa. [l axciepuMeHTa Habop JAaHHBIX OBLT MOMYUCH U3 Ppeno3uTopus ManrmaHOTO 00yueHus UCI
s [Tava MHuickux OOIBHBIX caxapHbIM auaberoM. B Xoae MCCIeIOBaHUSA MO CPABHHUTEIHHOMY AHAIM3Y OBLIH
MPOBCACHBI OKCIMCPUMCHTEBI, KOTOPBIC IMOKA3a7IH, YUTO MCHCC CJIOXKHBIC AJITOPHUTMBI YCICIITHO MOTYT OBITH HCITOJIb-
30BaHBI I8 AHATHOCTHKA 3a00JCBaHHN M MUMEIOT OOjee BBICOKYIO MPOW3BOAMTEIBHOCTH NMPH MPABHIBHOH HAa-
CTpOHKE.

KmoueBnie cioBa: caxapHblii AuadeT, KOHTPOIHUPYEMOCOOYUCHHE, aHAMM3 d(PPEKTHBHOCTH, KIMHHICCKHC
CHCTEMBI OAACPKKHY MMPHHATHSA PEIICHUN.

1. Mavmmsyyay', B. E. Avmprames?, JI. Uepnkoaesa®

1Ko1v1rn>}0TepniI< reuTBIMIAp kadeapacel, Cyneiiman Jlemupens yauBepcuteti, KackeneH, Kazakcran,
X aTbIKAPATBIK AKIAPATTHIK TEXHOJIOTHANAP YHHBEPCHTETI, AnMathl, KasakcTa,
? Antb-®apabu ateiHIarsl Kasak yITTHIK yHHBepCHTETI, AmvaTel, Kajakcran

SCIKIT-LEARNML ®PEAMBOPK KOHE WEKA BAF/IAPJIAMACHI APKBLIbI
JUABET AYPYJAPBIHBIH METUIIAHAJIBIK JEPEKTEPIH KPUTHKAJIBIK TAJIJAY

Annorams. Makamaga Oimimaepai tangay ymia Scikit-oxeiTy sxone Waikato aTTel €ki Kypan skoHE Oakbl-
JayJibl MAIIMHANBIK OKBITYJBIH YII QJITOPUTMI KapacThIpbLIaasl. CambICTRIPMANBI TANAAY MAIIHHAIBIK OKBITYIbI
KOJIJAHA OTBIPHII INCINIMJICD AFAINBIHAA OPBIHAANABI, SFHH Tannay KaHT JUAOCTIHIHEKI TYPIi aybIpybl YINiH
JOTUCTHKAJIBIK PETPECCHS KOHE KOIMKAOATThI HEHPOHIBIK JKeJIi KOJIAHY apKbLIbI ICIIIMICD aFallbIHAA OPBIHAAIIBL
Kazipri yakpiTTa KaHT AuaOeTiH OpPTYpIi TEXHHKAIBIK Kypangap apKbLIbl aHbIKTAy¥a Oonanbl, Oipak THIMII omicTi
TAHJAY MaHBI3ABI Mocese Ooubin Kaia Oepexni. CaHABIK TOKIpHOEIep YIIIH ASPEKTEp KUBIHBI KAHT AUA0ETi aybIpy-
aapeiabiH YHAI [Tuma UCI ManmHAMBIK OKBITY PEMOZHTOPHSICHIHAH aimbIHABL CambICTRIPMANbI TANAay 3epTTeyiepi
OapbICHIHAA CAHIBIK TIKIpUOETIEp JKYPri3Llil, HOTIKECIHAC aca KYPACi eMeC aNrOPHTMICPIIH KYMbIC mapaMeTp-
Jepi AyphIC TAHJAICA, OJTAPbIH JKOFAPhl OHIMAITIK HOTIDKEICPIH OePETiHAIr KepCceTiml.

Tyiiin ce3aep: KaHT auaderi, OaKpLIAyIbl OKBITY, THIMIUTIKTI Tanday, IemimMaep KaOsLigayabl KOJIAAYIbIH
KJIMHMKAIBIK >KyHeaepi.




