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MATHEMATICAL AND ALGORITHMIC MODELS
OF INFORMATION PROCESSING AND MANAGEMENT SYSTEMS

Abstract. The article presents mathematical and algorithmic models of information processing and control
systems. The algorithm should be standardized for all permissible input data, since the development of an algorithm
is a process that is quite creative, therefore it requires significant costs and time and mental effort, and therefore, it is
preferable that it provides a solution to unique tasks and developed to solve one problem. Regarding the purpose of
information models, it is often in obtaining data to achieve the best performance indicators of a modeling object that
can be used to prepare and make decisions of an economic, social, organizational or technical nature. Mathematical
models consider many different functional dependencies, however, the main problem of modern systems for
constructing mathematical models is still obtaining analytical equations describing the dynamics of the system under
study.
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INTRODUCTION

With the development of information theory, cybernetics, information science as a science, the
concept of “information” (from the Latin infor-matio - information, clarification), along with the concepts
of “material”, “energy”, “space” and “time” lay The basis of the modern scientific picture of the world. At
the same time, the unambiguous definition of this concept does not yet exist.

All approaches to the phenomenon of information have the right to exist and are explored in the
relevant areas of science. "In computer science, information can be viewed as a product of the interaction
of data and methods for their processing that are adequate to the problem being solved."

The word "algorithm", "algorithm" comes from the name of the outstanding scientist of the ninth
century, Muhammad ibn Musa al-Khorez (translated from Arabic, Muhammad, son of Musa from Khorez
—). According to the Latin translation of his work (XII century), Western Europe became acquainted with

the decimal positional number system and the rules (algorism) of performing arithmetic operations in it.

MAIN PART

Formalization of the concept of algorithm. In all arcas of its activities, in particular, in the field of
information processing, a person is faced with various methods of solving problems. They determine the
order of actions to obtain the desired result - we can interpret this as the initial or intuitive definition of the
algorithm.

An algorithm is a finite prescription given in a language, defining a finite sequence of executable
clementary operations for solving a problem, common to a class of possible input data.

Variants of the verbal definition of the algorithm belonging to Russian scientists and mathematicians
A. N. Kolmogorov and A. A. Markov:

An algorithm is any system of computations performed according to strictly defined rules, which after
some number of steps deliberately leads to the solution of the problem (Kolmogorov) .

The algorithm is an exact prescription that defines the computational process, going from variable
input data to the desired result (Markov).
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Algorithm Properties:

* Discretion. The algorithm consists of consecutive commands, only by executing one command, the
performer can proceed to the next one. That is, the structure of the algorithm is discrete (interrupted).

» Extremity. The algorithm contains a finite number of elementary executable prescriptions, i.€., it
satisfies the requirement of finite notation. The executor of the algorithm must perform a finite number of
steps in solving the problem, that is, the algorithm satisfies the requirement of finiteness of actions.

» Accuracy (certainty). Each instruction of the algorithm must determine the unique action of the
executor. This property often does not have prescriptions and instructions that are drawn up for people.

+ Understandable. Each command of the algorithm should be clear to the performer. The algorithm is
not designed to make independent decisions by the performer, not specified by the compiler of the
algorithm.

» Universality (mass). The algorithm should be the same for all valid source data. The development of
an algorithm is a creative process, but requiring a considerable amount of time and mental effort, so it is
desirable that it provide a solution to the problems of this type. This property is optional; equally
important are unique algorithms designed to solve one problem.

The algorithm presupposes the presence of an executor - a human or technical device (automatic,
robot, computer) with a strictly defined set of possible commands. The set of commands that can be
executed by the executor is called an executive command system (SKI). The performer can execute
commands from SKI and nothing more.

The algorithm allows you to formalize the execution of the processing of the source data and
obtaining the result. This is the basis of the work of software-controlled executive automata, such as
industrial robots. The operator is not required to understand the essence of the algorithm, he must
accurately execute commands in a given sequence.

An example of a performer who automatically performs various algorithms is a computer. Consider
recording a television program onto a hard disk of a television program using a TV tuner. By specifying
the start and end time in the schedule, by checking the “check box” next to “Turn off computer after
recording”, the user can be sure that the program will be recorded and the computer will be turned off. All
the assigned work will be performed by the computer according to the algorithm developed earlier,
without making any changes (other transfer, other time, not turning off the computer).

Verbal description is applicable only for the simplest algorithms. In the case when the links between
the actions are complicated, a high degree of detail leads to a cumbersome description.

The description in the algorithmic language (pseudocode) is realized with the help of natural language
words, but in a special form that reflects the structure of the algorithm. Increasingly, verbal description
and writing on algorithmic language is reduced to one method - verbal.

Mathematical processing of statistical data, the results of the experiment. The use of dynamic
(clectronic) tables for processing and presenting the results of natural science and mathematical
experimentation, economic and environmental observations, social surveys.

Mathematical processing of statistical data, experimental results.

The dependencies between the parameters of a certain object, process, phenomenon can be expressed
using mathematical formulas. But in some cases the coefficients in these formulas can be obtained as a
result of statistical processing of experimental data. Statistics is the science of collecting, measuring and
analyzing large amounts of quantitative data. Statistics are approximate, averaged, obtained by repeated
measurements. The mathematical apparatus of statistics develops a section of science called
“Mathematical Statistics™. Statistical data are used, in particular, to obtain a simplified mathematical
description of a complex or unknown relationship between the data of a certain system (regression
models). The statistical functions of spreadsheets make it possible to process statistical data, for example,
to calculate the arithmetic mean of numerical data (AVERAGE), the geometric mean of the positive
number of data, the minimum and maximum values from the data set, perform calculations (COUNT,
COUNTDOWS, COUNT, COURT READINGS, etc.).

Models can be material and informational. Material models reproduce the physical, geo- metric and
other propertics of the object. Examples: a globe, a skeleton, models of buildings and bridges, models of
airplanes, ships, automobiles.
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The subject of study of computer science are informational models. Information models represent
objects in a figurative or symbolic form. The object of information modeling can be physical (body fall),
chemical (combustion reactions), biological (photo synthesis in plant leaves) processes, meteorological
phenomena (thunderstorm, tornado), economic (currency devaluation), social (migration, population
growth) processes, etc. A sign information model can be presented in the form of text (a program in a
programming language), formulas (Newton's second law F = ma), tables (periodic law D. I. Mendeleev),
maps, diagrams, drawings (language is used graphically x elements). Natural languages are used to create
descriptive information models (the heliocentric model of the world of Copemicus). With the help of
formal languages, formal informational models (mathematical, logical) are built. Models built using
mathematical concepts and formulas are called mathematical models. In physics, many different
functional dependencies are considered, expressed in the language of algebra, which are mathematical
models of the phenomena or processes under study.

The subject of study of computer science are the general principles of building information models.
The computer allows scientists to work with such information models that require large amounts of
computation that are not possible in the "pre-computer” era. Only with the help of a computer, it became
possible to calculate the forecast for the day before tomorrow.

The same object can have many different models, and the same model can describe different objects.

The purpose of information models is often to obtain data that can be used to prepare and make
decisions of an economic, social, organizational or technical nature, in order to achieve the best
performance indicators of an object of modeling. The object of modeling can be considered as a system. A
system is a complex object consisting of interconnected parts (elements) and existing as a whole. Every
system has a specific purpose (function, goal). A structure is a set of connections between elements of a
system, i.¢., the internal organization of a system.

To reflect the state of the systems, static and dynamic models are used.

Models that describe the state of a system at a specific point in time are called static information
models (the structure of molecules, the structure of the solar system, the “System of Nature” by C.
Linnaeus).

Models describing the processes of change and development of systems are called dynamic
information models (the process of a chemical reaction, nuclear reaction, body movement, the
development of organisms and populations).

To reflect systems with different structures, various types of information models are used:

e Tabular models are used to describe objects with the same property sets. Can be dynamic and
static. The properties of an object are presented in the form of a list, and their values are placed in the cells
of a rectangular table (the law and the Periodic Table of Chemical Elements of DI Mendeleev).

In hierarchical models, objects are distributed in levels. Each element of a higher level can consist of
clements of the lower level, and an element of the lower level can be part of only one element of a higher
level (genealogical tree, classification of objects).

e Network models are used to reflect such systems in which the connections between the elements
have a complex structure (the Internet, a telephone network, a ball transfer process in a collective game,
for example, in football). Can be static and dynamic.

For computing systems, called real-time systems [10], time is the most important parameter that
determines the results and allows calculating the derivatives of parameters over time — speed and
acceleration of the calculated values. Termination of the time measurement in this case is equivalent to a
complete system failure, since the time connection of the computing process is lost with the state of
sources of external information and consumers of the data generated. In addition to direct participation as
a parameter when changing the values of variables and generating output values, the real time in such
systems is used to regulate the sequence of solving various kinds of periodic tasks, which is also directly
related to the operation of external subscribers.

The volume of tasks and the rate of their solution in control systems determine not only the required
performance of the control aircraft, but also the amount of long-term memory of programs and constants.
The average time of a task solving cycle depends mainly on the performance of the control aircraft and the
program complexity of the tasks to be solved. The delay of messages before processing, apart from these
parameters, is greatly influenced by the type and method of using long-term memory for storing programs,
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which determines the minimum time for searching and accessing any program. In addition, as the time for
a complete solution cycle decreases, the certainty of the list of tasks to be solved increases and the degree
of specialization of the structure of devices and memory of the control aircraft increases. However, it is
assumed below that the main factor determining the effectiveness of the methods of organizing the
computational process is the use of VS performance, and the efficiency of using program memory is not
analyzed.

CONCLUSION

Depending on the types of functional tasks to be solved and the purpose of the control system, the
requirements for the characteristics of the means of organizing the computational process in real time are
significantly changed. This circumstance can be used to classify control and information systems and the
aircraft used in them. As parameters that allow classification of control and information systems by type, it
is advisable to take the allowable waiting time for the results of solving a certain problem (system
reactivity) and the average time interval between a complete repetition of solving single-type tasks
(system cyclicality) [9]. The classification of this type takes into account the main feature of the control
aircraft associated with solving problems in real time and with the efficiency of management processes
and the distribution of computing resources. These indicators are determined mainly by the inertia of
objects and systems under control actions, and the necessary periodicity of the adjustment of their states
on the part of the control system. In this case, as a rule, the allowable waiting time for the results of
processing a message or solving a certain problem is one-two orders of magnitude less than the average
repetition interval for solving single-type tasks.
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AKIAPATTBIK KYMBIC )KOHE BACKAPY KYAECIHIH MATHMATHKAJIBIK
KOHE AJLTOMTHMHAI MOEJIEPT

AnHoTamusi. Makanaga akmapaTThl 6HACY JKOHE 0acKapyIbIH MATEMATHKAJBIK YKOHE aITOPHTMIIK MOJCIBACPL
YCHIHBUTFAH. AnroputM OapiblK PYKCaT CTUITCH ICpeKTep OOMBIHINA CTAaHZAPTTATFaH OOMYHI KEepek, ceOeOdi
ANTOPUTMI JKacay eTe KPCaTHBTI MPOLECC, COHABIKTAH OJ1 AHTAPIBIKTAN IMBFBIHAAP MCH YAKBITTHI )KOHC aKbLT-OHIBI
KOKCT TSI, COHABIKTAH 01 Oipercd MiHACTTEPAl MMCIMYTe MYMKIiHOIK Ocpeai »xoHC Oip MOCEICHI MCHy YIOiH
93ipICHTEH. AKIAPATTHIK MOACTBACPIIH MAKCATHI Ty PAITHI AKMAPaT KOOIiHECE IKOHOMUKAIIBIK, dIICYMETTIK, YHBIM/IBIK
HCMCCC TCXHHUKANBIK CHIATTAFHI MCIIIMACPAI JAHBHAAY >KOHC KaOBLIIAY YIOiH MaHTaaaHBLIY bl MYMKIH MOJCTBACY
OOBCKTICIHIH CH YKAKCHI KOPCCTKIMTEPIHE KOJ KCTKI3Y VINIH ACPEKTCPAi ajy O0JbIm TaOBLIambl. MaTeMaTHKABIK
MOJACIHBACY OPTYPITi (YHKITHOHAJIABIK TOYCHTITIKTEPAI KApacTHIPAAbI, aJalaa MATCMATHKANBIK MOJCITBACPII
KYPYABIH Ka3ipri 3aMaHFBl KYHCJICPIHIH HETI3TI MOCEICCI 3CPTTCICTIH JKYHCHIH NHHAMHKACHIH CHIATTAHTHIH
AHATATHKAITBIK TCHACY ISPl anmy 00 b TaObLIATbL.

Tyiiin ce3aep: uHQOPMATHKA, AKTAPAT, ATTOPATMAIK MOACTH, KOMIBEOTEPIIIK JKYHE, TOTHKAIBIK AU3AHH
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MATEMATHYECKHE U AJITOPUTMHWYECKHE MOJAEJIHN
CHUCTEM OBPABOTKH HH®OPMAIIVMH U YIIPABJIEHUA

AnnHoTtamusi. B craThe mpeacTaBicHbI MAaTEMATHYCCKHE W AITOPUTMHYCCKHE MOJCIH CHCTEM OOpabOTKH
nHpOpMAIMK W YUPaBICHUI. AITOPHTM MOJDKCH OBITh CTAHJAPTH3HPOBAH I BCEX MOMYCTHMBIX HCXOIHBIX
JAHHBIX, TAK KaK Pa3pad0TKa alIropuTMa — 3T0 MPOLECC JOCTATOYHO TBOPUECKHH, MOITOMY TPEOYET 3HAUHMTCIHHbIC
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3aTPaThl H BPSMCHH, H YMCTBCHHBIX VCHIIHH, B CBA3H C YCM, MPECAMOYUTHTEIBHO, YTOOBI OH 00CCIICUHBA PCIICHHS 3a-
JIa4 VHUKATGHBIMH H Pa3paO00TaHHBIC I PCIICHHA OTHOU 3a7avd. OTHOCHTCIIFHO HA3HAYCHUA HH()OPMALHMOHHBIX
MOZ[GJ'IGfI, TO 3a9aCTYH0 B NOJYUCHHUH AJAHHBIX AJIA OJOCTHIKCHUA HAWITY UIIUX MOKA3aTCICH JACATCIPHOCTH o0BeKTA
MOACTHPOBAHUA, KOTOPBIC MOTYT OBITh HUCITOJIb30BAHBI A1 MOATOTOBKH W NMPHUHATHA peH.[eHI/II\/'I OKOHOMHYICCKOTO,
COIMATLHOTO, OPTAaHM3AMHOHHOTO HJIM TEXHHYECKOTO XapakTepa. MaremMaTHuecKue MOJCIH PacCMAaTPHBAIOT MHO-
JKECTBO PA3IUYHBIX (DYHKIIHOHAIBHBIX 3aBHCHMOCTCH, OTHAKO, OCHOBHOH MPOOICMOM COBPEMCHHBIX CHCTEM
MOCTPOCHUA MATEMATHUYCCKHX MOJCICH MO MPEKHEMY MOJNYYCHHE AHATHTHYCCKHX YPABHCHHH, OMUCBHIBAFOLIMX
JUHAMUKY HCCJIEAYEMOM CUCTEMBI.

Kmouennie ciioBa: napopMarnka, WHOOPMALHA, ANTOPUTMHYCCKAS MOJCTb, BBIYHCIHTCIBHAS CHCTEMA,
JOTHYECKOE TIPOCKTHPOBAHHUC
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