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AHHOTaums. B gaHHOI cTaTbe npegnaraetcs HOBbl LMS anroputm ¢ yteukoli (LLMS), koTopbIli ynyuilaeT
anroput™ ZA-LLMS (Zero-Attracting Leaky-LMS) ncnonb3yemblii ana naeHTUOMKaLUN pa3peXKeHHoN CUCTEMbI.
MpeanoXeHHbIV anropuTM NCNONL3YET Pa3perKeHHOCTb CUCTEMbI C NPEMMYLLLECTBAMU NEPEMEHHOCTUN pasMepa Lara
n wrpaga 10-HopMmbl. Mbl CpaBHWIM NPOM3BOAUTENLHOCTb MNPEASIoKeHHOro anroputMa ¢ LLMS n ZA-LLMS c
TOYKM 3pEHUst CKOPOCTM CXOAMMOCTU U CpeHeKBAAPATUYHOIO OTKNOHEHUS (MSD). QKcrnepyMeHTbl NPOBOAMINUCH B
cpefe MATLAB. MogenvpoBaHue nokasano, YT0 NPeA/ioKeHHbI anropuTM MMeeT MPeBOCXOACTBO Haf ApYrumu
anroputMamu ans 060ux TUMOB BXOLHbIX CUIHaNoB: afAuTMBHOro 6Genoro [ayccosckoro wyma (AWGN) u
affUTUBHOIO KoppenmpoBaHHOro Mayccosckoro wyma (ACGN).
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Abstract. In this paper, we propose a new Leaky-LMS (LLMS) algorithm that improves the Zero-Attracting
Leaky-LMS (ZA-LLMS) for sparse system identification. The proposed algorithm exploits the sparsity of the system
with the advantages of the variable step-size and /G-norm penalty. We compared the performance of our proposed
algorithm with the LLMS and ZA-LLMS in terms of the convergence rate and mean-square-deviation (MSD).
Experiments were performed in MATLAB. Simulations showed that the proposed algorithm has superiority over the
other algorithms for both types of input signals of additive white Gaussian noise (AWGN) and additive correlated
Gaussian noise (ACGN).

I. INTRODUCTION

The least-mean-square (LMS) algorithm is a well-known algorithm and has been successfully used
for system identification model (see Fig. 1) in adaptive filtering technology [1]. Many researchers studied
to improve the performance of the conventional LMS algorithm for different environments. Thus, many
different LM S-type algorithms were proposed.

Leaky-LMS-type algorithms were proposed [2,3] to overcome the issues when the input signal is
highly correlated, by using shrinkage in its update equation. Another LMS based algorithm VSSLMS uses

10



ISSN 2224-5227 Ne 3. 2016

a variable step-size in update equation of the standard LMS to increase the convergence speed at the
beginning stages of the iterations and decrease MSD at later iterations [4,5]. In order to improve the
performance ofthe LMS algorithm when the system is sparse (most of the system coefficients are zero),
ZA-LMS algorithm was proposed in [6].

In [7], the author proposed ZA-LLMS algorithm which combines the LLMS algorithm and ZA-LMS
algorithm for sparse system identification. A better performance was obtained for AWGN and ACGN
input signals. In [8], a high performance algorithm called zero-attracting function-controlled variable step-
size LMS (ZAFC-VSSLMS) was proposed by using the advantages of variable step-size and /0-norm

penalty. We were motivated by the inspiration of the combination of these two algorithms. So in this
paper, we proposed a new algorithm that combines the ZA-LLMS and ZAFC-VSSLMS algorithms. In
the next section, a brief review of the LLMS and ZA-LLMS algorithms is provided. We derived the
proposed algorithm in Section Ill. In Section 1V, the simulations are presented and the performances of
the algorithms are compared. Conclusions are drawn in the last section.

Il. REVIEW OF THE RELATED ALGORITHMS
a) Leaky-LMS (LLMS) Algorithm

In a system identification process, the desired signal is defined as,
d(n) =hTx(n) + v(n) (1)

where h =[h0,...,hN_JT is the unknown system coefficients with length N, x(n) =[x0,...,xN_JTis
the input-tap vector and v(n) is the additive noise. In addition to being independent ofthe noise sample

v(n) with zero mean and variance of cU, the input data sequence x(n) and the additive noise
sample v(n) are also assumed to be independent.
The cost function of the LLMS algorithm is given by,

J1(n) =2 e2(n) +yw T(n)w (n) (2)

where w(n) is the filter-tap vector at time n, y is a positive constant called ‘leakage factor’ and e(n) is the
instantaneous error and given by,
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e(n) =d(n)- wT(n)x(n) (3)

The update equation of the LLMS algorithm can be derived by using the gradient method as,

J(n)
w(n+1) =w(n)+n
dw(n) (4)
= (1- juy)w(n) +n e(n)
where x is the step-size parameter ofthe algorithm.
b) Zero-Attracting Leaky-LMS (ZA-LLMS) Algorithm
The cost function ofthe LLMS algorithm was modified by adding the log-sum penalty of the filter-
tap vector as given below:
J2("N=2e (")+rwT(nw (A)+Yy'E£ (1+7 L)
2 E | 7 (5)
where Y and 7 are positive parameters. Taking the gradient of the cost function and subtracting from

the previous filter-tap vector iteratively, then the update equation was derived as follows [7]:

win+1)=@2-nY)w(n)+ae(n)x(n)- p sgn,fw(n)]|

1+7 w(n
where p = is the zero-attracting parameter, 7=— and sgn(.) operation is defined as,
71
if x ®0
sgn(x) = x
0 if x =0
(7)

IIl. THE PROPOSED ALGORITHM

An improved sparse LMS-type algorithm was proposed in [8] by exploiting the advantages of
variable step-size and recently proposed [9] /0-norm which gives an approximate value of |||0. We

modify the cost function ofthat algorithm by adding the weight vector norm penalty as,
J3(n))=2e2(n)+rwT(n)w(n)+ £|w(n)|0 (8)

where s is a small positive constant and ||lw(n)||0 denotes the 10-norm ofthe weight vector given as,

N-1
W (n)loDS (1-e  U) 9)
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where X is a positive parameter. Deriving (8) with respect to w (n) and substituting in the update
equation we get,

w(n +1) = @—u(n)y)w(n) +ju(n)e(n)x(n) —p(n)sgnfw(n)]e ~w(”
where p(n) =ju(n)sA. Itis seen that, the update equation ofthe ZA-LLMS algorithm has been modified

by changing the constant step-size ~ with jx(n) given in [8] and the zero-attractor p SSNtw M with

p(n)sgnfw(n)]e “wn)l

IV. SIMULATION RESULTS

In this section, we compare the performance of the proposed algorithm with LLMS and ZA-LLMS
algorithms in high-sparse and low-sparse system identification settings. Two different experiments are
performed for each of AWGN and ACGN input signals. To increase the reliability of the expected
ensemble average, experiments were repeated by 200 independent Monte-Carlo runs. The constant
parameters are found by extensive tests of simulations to obtain the optimal performance as follows: For
LLMS: ju=0.002 and y=0.001. For ZA-LLMS: ~=0.002, y=0.001, jO=0.0005 and "~=30. For the proposed
algorithm: jO=0.0005 and X=8.

In the first experiment, all algorithms are compared for 90% high-sparsity and 50% low-sparsity of
the system with 20 coefficients having in the first part, two ‘1" and 18 ‘0’; in the second part, ten 1’ and
ten ‘0’ for 5000 iterations. Signal-to-noise ratio (SNR) is kept at 10 dB by regulating the variances of the
input signal and the additive noise. The performances of the of the algorithm are compared in terms of

convergence speed and MSD =E {||h- w(n)||2}. Fig. 2 and Fig. 3 give the MSD vs. iteration number of

the three algorithms for 90% sparsity and 50% sparsity levels respectively. They show that, the proposed
algorithm has a fairly fast convergence with lower MSD than that ofthe other algorithms.
In the second experiment, all conditions are kept as same as in the previous experiment except the

input signal type. A correlated signal is created by the AR(1) process as x(n) = 0.4x(n —1) + vO(n) and

the normalized. Fig. 4 and Fig. 5 show that, the proposed algorithm has again a faster convergence and
lower MSD than the other algorithms for 90% sparsity and 50% sparsity levels respectively.

IV. CONCLUSIONS

In this work, we proposed a modified leaky-LMS algorithm for sparse system identification. It was
derived by combining the ZA-LLMS and ZAFC-LMS algorithms. The performance of the proposed
algorithm was compared with LLMS and ZA-LLMS algorithms for 90% and 50% sparsity levels of the
system with AWGN and ACGN input signals in two different experiments performed in MATLAB.
Simulations showed that the proposed algorithm has a very high performance with a quite faster
convergence and lower MSD than that of the other algorithms. As a future work, it is recommended that
the proposed algorithm can be modified for transform domain or be tested for non-stationary systems.
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Iteration

Fig. 2- Steady state behavior of the LLMS, ZA-LLMS and the proposed algorithm for 90% sparsity with AWGN.

Iteration

Fig. 3- Steady state behavior of the LLMS, ZA-LLMS and the proposed algorithm for 50% sparsity with AWGN.
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Iterartion

Fig. 4 - Steady state behavior of the LLMS, ZA-LLMS and the proposed algorithm for 90% sparsity with ACGN.

Iteration

Fig. 5- Steady state behavior of the LLMS, ZA-LLMS and the proposed algorithm for 50% sparsity with ACGN.
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MOANPUKALINANTAHT AH CUPEK LMS-ATATbIH
ANTOPUTMHLL, KOMEI1IMEH XXYWENEPAI CSNKECTEHA1PY

[. TypaH, P.H. Cynues, E.H. SwipFanues

TipeK ce3gep: afanTusT anroputmaep, XKYVierepai calikecTeHaipy, CYpeKTeNnreH xyiienep.

AspaTna. byn Makanafa CUpeKTe/reH XyiieLl calikecTeHaipy ywi ZA-LLMS (Zero-Attracting Leaky-LMS) anropmnmiu
XKaKcapTyfia KoMaHbliaTbiH Kalua LMS-aratbiH airopuTMmIL YCbiHbUIadbI. ¥CbIHbUITAH anropuT™M Kagam Menwiepi MeH 10-
HOpMaJTbl alibINMyAbIL, aybITKY apThLULLbIIbLITapbIMEH cupekTenreH XKYVeHi kongaHaabl. O HIMAINITIH canbICTbIpy MakcaTbiHAA
YCbIHbINLIM OTbIpraH anroputMai LLMS-neH »kaHe ZA-LLMS-neH XXNHaKTbIbIK XbIAaMabIrbl MEH OpTakpagpaTTairaH aybITKy
(MSD) TyprbicbiHaH canbicTbipgblk. 3eptTeynep MATLAB opTanbirbiHga XYprisingi. Mogenbaeyalwy, XeTicTiri, eki TunTeri
Kipic curHangapbIHbl YLLiH: KocbiMLa aK aycc wybl (AWGN) MeH KocbiMLa koppensumanbik Mayce wybl (ACGN), yCbIHbIbIN
OTblpraH anroputm 6ackaga anroputmaepaeH YCTemMainiriHiy, apTbIKLWbIbIrbIH KepceTear

MocTynuna 16.05.2016 .
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