AN ALGORITHM FOR SOLVING A CONTROL PROBLEM FOR A DIFFERENTIAL EQUATION WITH A PARAMETER

Abstract. On a finite interval, a control problem for a linear ordinary differential equations with a parameter is considered. By partitioning the interval and introducing additional parameters, considered problem is reduced to the equivalent multipoint boundary value problem with parameters. To find the parameters introduced, the continuity conditions of the solution at the interior points of partition and boundary condition are used. For the fixed values of the parameters, the Cauchy problems for ordinary differential equations are solved. By substituting the Cauchy problem’s solutions into the boundary condition and the continuity conditions of the solution, a system of linear algebraic equations with respect to parameters is constructed. The solvability of this system ensures the existence of a solution to the original control problem. The system of linear algebraic equations is composed by the solutions of the matrix and vector Cauchy problems for ordinary differential equations on the subintervals. A numerical method for solving the origin control problem is offered based on the Runge-Kutta method of the 4-th order for solving the Cauchy problem for ordinary differential equations.
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In the present paper we consider the control problem for the linear ordinary differential equations with parameter

$$\frac{dx}{dt} = A(t)x + B(t)\mu + f(t), \quad x, \mu \in R^n, \quad t \in (0, T),$$

(1)

$$x(0) = x^0, \quad x^0 \in R^n,$$

(2)

$$x(T) = x^1, \quad x^1 \in R^n,$$

(3)

where the \((n \times n)\)-matrices \(A(t), B(t)\) and \(n\)-vector-function \(f(t)\) are continuous on \([0, T]\).

Let \(C([0, T], R^n)\) denote the space of continuous functions \(x: [0, T] \rightarrow R^n\) with the norm

$$\|x\| = \max_{t \in [0, T]} \|x(t)\|.$$

Solution to problem (1), (2) is a pair \((\mu^*, x^*(t))\), where the function \(x^*(t) \in C([0, T], R^n)\) is continuously differentiable on \((0, T)\) and satisfies Eq. (1) with \(\mu = \mu^*\) and additional conditions (2), (3).

Qualitative properties of problem (1), (2) and methods for solving boundary value problems with parameters studied by many authors (see [1-16, 19,20] and references cited therein).

In the present paper problem (1), (2) is solved by parametrization’s method [17, 18].
Given the points: \( t_0 = 0 < t_1 < \ldots < t_{N-1} < t_N = T \), and let \( \Delta_N \) be the partition of interval \([0, T]\) into \( N \) subintervals: \([0, T] = \bigcup_{r=1}^{N} [t_{r-1}, t_r] \).

By \( C([0, T], \Delta_N, \mathbb{R}^m) \) we denote the space of function systems \( x(t) = (x_1(t), x_2(t), \ldots, x_m(t)) \), where \( x_r : [t_{r-1}, t_r) \to \mathbb{R}^m \) are continuous and have finite left-hand limits \( \lim_{r_{\rightarrow 0}} x_r(t) \) for all \( r = 1, N \), with the norm \( \|x\| = \max_{r_{\rightarrow 0}} \sup_{t_{r-1}, t_r} \|x_r(t)\| \).

Denote by \( x_r(t) \) the restriction of function \( x(t) \) to the \( r \)-th interval \([t_{r-1}, t_r)\) and reduce problem (1)-(3) to the equivalent multipoint boundary-value problem

\[
\frac{dx_r}{dt} = A(t)x_r + B(t)\mu + f(t), \quad t \in [t_{r-1}, t_r), \quad r = 1, N, \tag{4}
\]

\[
x_r(0) = x_r^0, \tag{5}
\]

\[
\lim_{r_{\rightarrow 0}} x_r(t) = x_r^1, \tag{6}
\]

\[
\lim_{r_{\rightarrow 0}} x_r(t) = x_r^{s}, \quad s = 1, N-1, \tag{7}
\]

where (7) are the continuity conditions of the solution at the interior points of the partition.

A pair \((\mu’, x’[t])\) with \( \mu' \in \mathbb{R}^m \) and \( x'[t] = (x_1'(t), x_2'(t), \ldots, x_m'(t)) \in C([0, T], \Delta_N, \mathbb{R}^m) \) is called a solution to problem (4)-(7), if it satisfies the system of differential equations (4) and conditions (5)-(7).

Introducing the additional parameters \( \lambda_0 = \mu, \lambda_p = x_p(t_p), \quad p = 2, N \), and performing the substitutions \( u_1(t) = x_1(t) - x_1^0, \quad u_2(t) = x_2(t) - \lambda_0 \), \( t \in [t_0, t_1), \quad p = 2, N \), we obtain the boundary value problem with parameters

\[
\frac{du_1}{dt} = A(t)(u_1 + x^0) + B(t)\lambda_0 + f(t), \quad t \in [t_0, t_1), \tag{8}
\]

\[
u_1(t_0) = 0, \tag{9}
\]

\[
\frac{du_p}{dt} = A(t)(u_p + \lambda_0) + B(t)\lambda_0 + f(t), \quad t \in [t_{p-1}, t_p), \quad p = 2, N, \tag{10}
\]

\[
u_p(t_{p-1}) = 0, \quad p = 2, N, \tag{11}
\]

\[
\lambda_0 + \lim_{t_{p-0}} u_1(t) = \lambda_2', \tag{12}
\]

\[
\lambda_2 + \lim_{t_{p-0}} u_2(t) = \lambda_2', \quad s = 2, N-1. \tag{13}
\]

Solution to problem (8)-(14) is a pair \((\lambda, u'[t])\) with \( \lambda = (\lambda_0, \lambda_2, \ldots, \lambda_N) \in \mathbb{R}^m \), \( u'[t] = (u_1(t), u_2(t), \ldots, u_N(t)) \in C([0, T], \Delta_N, \mathbb{R}^m) \). If \((\lambda, u'[t])\) is a solution to problem (8)-(14), then the pair \((\mu', x'[t])\) with parameter \( \mu' \) and the function \( x(t) \), defined by the equalities: \( \mu' = \lambda_0, \quad x(t) = x^0 + u_1(t), \quad t \in [t_0, t_1), \quad x(t) = \lambda_0 + u_2(t), \quad t \in [t_{p-1}, t_p), \quad p = 2, N, \quad x(T) = \lambda_N + \lim_{t_{N-0}} u_N(t) \), is a solution to problem (1)-(3). Conversely, if \((\mu', x'(t))\) is a solution to
problem (1)-(3), then the pair \((\tilde{\lambda}, \tilde{u}(t))\), with \(\tilde{\lambda} = (\tilde{\mu}, \tilde{x}(t_1), \ldots, \tilde{x}(t_{N-1}))\),
\(\tilde{u}(t) = (\tilde{x}(t) - \tilde{x}^0, \tilde{x}(t) - \tilde{x}(t_1), \ldots, \tilde{x}(t) - \tilde{x}(t_{N-1}))\), is a solution to problem (8)-(14).

Let \(\Phi(t)\) be a fundamental matrix to the ordinary differential equation
\[
\frac{dx}{dt} = A(t)x, \quad t \in [0, T].
\]

Then a unique solution of the Cauchy problem for the system of ordinary differential equations (8)-(11) at the fixed values \(\tilde{\lambda} = (\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_N)\) has the following form
\[
u(t) = \Phi(t)^{-1} \Phi^{-1}(t)B(t)dt \cdot \lambda + \Phi(t)^{-1} \Phi^{-1}(t)[A(t)x^0 + f(t)]dt, \quad t \in [t_0, t_1),
\]
\[
u(t) = \Phi(t)^{-1} \Phi^{-1}(t)A(t)dt \lambda_p + \Phi(t)^{-1} \Phi^{-1}(t)B(t)dt \cdot \lambda +
\]
\[
+ \Phi(t)^{-1} \Phi^{-1}(t)f(t)dt, \quad t \in [t_{p-1}, t_p), \quad p = 2, N.
\]

(15)

(16)

Substituting (15) and (16) into (12)-(14) yields the system of algebraic equations for finding the unknown parameters \(\lambda_1, \lambda_2, \ldots, \lambda_N\):
\[
\lambda_1 + \Phi(T)^{-1} \Phi^{-1}(T)A(t)dt \lambda_1 + \Phi(T)^{-1} \Phi^{-1}(T)B(t)dt \cdot \lambda + \Phi(T)^{-1} \Phi^{-1}(T)f(t)dt = x^1,
\]
\[
x^0 + \Phi(t)^{-1} \Phi^{-1}(t)A(t)x^0 dt + \Phi(t)^{-1} \Phi^{-1}(t)B(t)dt \lambda_1 + \Phi(t)^{-1} \Phi^{-1}(t)f(t)dt = \lambda_2,
\]
\[
\lambda_3 + \Phi(t)^{-1} \Phi^{-1}(t)[A(t)\lambda_3 + B(t)\lambda_1]dt + \Phi(t)^{-1} \Phi^{-1}(t)f(t)dt = \lambda_{s+1}, \quad s = 2, N - 1.
\]

(17)

(18)

(19)

Let \(Q_\lambda(\Delta_N)\) denote the matrix corresponding to the left-hand side of system (17)-(19). Then the system can be written as
\[
Q_\lambda(\Delta_N)\lambda = -F_\lambda(\Delta_N), \quad \lambda \in R^{2N},
\]

(20)

where
\[
F_\lambda(\Delta_N) = \begin{pmatrix}
-x^1 + \Phi(T)^{-1} \Phi^{-1}(T)f(t)dt, x^0 \end{pmatrix}, \quad \Phi(T)^{-1} \Phi^{-1}(T)A(t)x^0 dt + \Phi(T)^{-1} \Phi^{-1}(T)f(t)dt,
\]
\[
\Phi(t)^{-1} \Phi^{-1}(t)X^{-1}(t)f(t)dt, \quad \ldots, \quad \Phi(t_{N-1})^{-1} \Phi^{-1}(t_{N-1})f(t_{N-1})dt.
\]

Lemma 1. The following assertions hold:
(a) The vector \(\lambda^* = (\lambda^*_1, \lambda^*_2, \ldots, \lambda^*_N) \in R^{2N}\), consisting of \(\lambda^*_i = \mu^*\) and the values of the solution \(x^*(t)\) to problem (1)-(3) at the partition points \(x^*(t_{p-1})\), \(p = 2, N\), satisfies system (20).

(b) The pair \((\tilde{\mu}, \tilde{x}(t))\) defined by the equalities \(\tilde{\mu} = \tilde{\lambda}_1, \quad \tilde{x}(t) = \tilde{u}(t) + x^0, \quad t \in [t_0, t_1)\),

\(\tilde{u}(t) = \tilde{u}_p(t) + \tilde{\lambda}_p, \quad t \in [t_{p-1}, t_p), \quad p = 2, N, \quad \tilde{x}(T) = \tilde{\lambda}_N + \lim_{t \to T^-} \tilde{u}_N(t)\) is a solution to problem (1)-(3), where \(\tilde{\lambda} = (\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_N) \in R^{2N}\) is a solution to system (20) and the system of functions

\(\tilde{u}[t] = (\tilde{u}_1(t), \tilde{u}_2(t), \ldots, \tilde{u}_p(t)) \in C([0, T], \Delta_N, R^{2N})\) is solution to the Cauchy problem (8)-(11) for

\(\tilde{\lambda}_1 = \mu, \quad \tilde{\lambda}_p = \tilde{\lambda}_p, \quad p = 2, N).\)
**Definition.** Problem (1)-(3) is called uniquely solvable if it has a unique solution for any \(x^0, x^1 \in R^\nu\) and \(f(t) \in C([0, T], R^\nu)\).

**Theorem 1.** Problem (1)-(3) is uniquely solvable if and only if the matrix \(Q_s(\Delta_s) : R^{\nu_s} \to R^{\nu_s}\) has an inverse one.

Proof. Necessity. Assume the opposite, i.e., that \(Q_s(\Delta_s)\) is not invertible. Then the homogeneous system of equations

\[
Q_s(\Delta_s) \lambda = 0
\]  

has a nontrivial solution \(\tilde{\lambda} = (\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n) \in R^{\nu_s}\). In the case of a homogeneous boundary value problem for the ordinary differential equation, i.e., for problem (1)-(3) with \(x^0 = 0, x^1 = 0, f(t) = 0\), system (20) becomes (22). Therefore, by Lemma 1, the pair \((\tilde{\mu}, \tilde{\tilde{x}}(t))\) defined by the equalities

\[
\tilde{\mu} = \tilde{\lambda}, \quad \tilde{\tilde{x}}(t) = \tilde{u}(t) + x^0, \quad t \in [t_0, t_1],
\]

\[
\tilde{\lambda}(t) = \tilde{\tilde{u}}(t) + \tilde{\lambda}, \quad t \in [t_{p-1}, t_p),
\]

\[
p = \overline{2, N},
\]

\[
\tilde{\lambda}(T) = \tilde{\lambda}_N + \lim_{t \to t_N^-} \tilde{\lambda}_N(t),
\]

where the system of functions \(\tilde{u}[t] = (\tilde{u}_1(t), \tilde{u}_2(t), \ldots, \tilde{u}_N(t))\) is solution to the following problem

\[
\frac{du_1}{dt} = A(t)u_1 + B(t)\lambda, \quad t \in [t_0, t_1], \quad u_1(t_0) = 0,
\]

\[
\frac{du_p}{dt} = A(t)u_p + B(t)\lambda, \quad t \in [t_{p-1}, t_p), \quad u_p(t_{p-1}) = 0, \quad p = \overline{2, N},
\]

is a nontrivial solution of the homogeneous boundary value problem (1)-(3) \((x^0 = 0, x^1 = 0, f(t) = 0)\). Since, problem (1)-(3) has the trivial solution \(\tilde{\lambda}(t) = 0, \quad \tilde{\mu} = 0\). This contradicts to a unique solvability of problem (1)-(3).

Sufficiency. Due to the invertibility of the matrix \(Q_s(\Delta_s)\), we can find unique solution of system equation (20) \(\Delta_s = [Q_s(\Delta_s)]^{-1} F_s(\Delta_s)\), \(\Delta_s = (\Delta_s, \Delta_s, \ldots, \Delta_s) \in R^{\nu}\). Solving Cauchy problem (8)-(11) for \(\Delta_s = \Delta_s, \quad r = \overline{1, N}\), we obtain the system of functions \(\tilde{u}[t] = (\tilde{u}_1(t), \tilde{u}_2(t), \ldots, \tilde{u}_N(t))\). According to Lemma 1, the pair \((\mu^*, x^*(t))\) defined by equalities

\[
\mu^* = \tilde{\lambda}, \quad x^*(t) = u^*_p(t) + x^0,
\]

\(t \in [t_0, t_1], \quad x^*(t) = \tilde{x}_p + u^*_p(t), \quad t \in [t_{p-1}, t_p), \quad p = \overline{2, N},
\]

\(x^*(T) = \tilde{x}_N + \lim_{t \to t_N^-} u^*_N(t),\) is a solution to problem (1)-(3).

Establish the uniqueness of the solution. Suppose that the problem (1)-(3) has another solution \((\hat{\mu}, \hat{x}(t))\) except \((\mu^*, x^*(t))\). Then the pair \((\hat{\tilde{\mu}}, \hat{\tilde{x}}(t))\) composed by the parameter \(\hat{\mu}\) and \(\hat{x}(t)\) is also a solution of the boundary value problem with a parameter (8)-(14). By Lemma 1, \(\tilde{x}\) and \(\tilde{\tilde{x}}\) satisfy the system of equations (20):

\[
Q_s(\Delta_s) \tilde{\tilde{x}} = -F_s(\Delta_s), \quad Q_s(\Delta_s) \tilde{\tilde{x}} = -F_s(\Delta_s).
\]

Invertibility of the matrix \(Q_s(\Delta_s)\), yields: \(\Delta_s = \tilde{\tilde{x}}\). Unique solvability of the Cauchy problem (8)-(11) provides fulfillment of relationships \(u^*_p(t) = \tilde{u}(t), \quad t \in [t_{r-1}, t_r), \quad r = \overline{1, N},
\]

\(\lim_{t \to t_r^-} u^*_N(t) = \lim_{t \to t_r^-} \tilde{u}_N(t).\)

Therefore, \(\mu^* = \hat{\mu}\) and \(x^*(t) = \hat{x}(t)\) for all \(t \in [0, T]\). The proof is complete.

The Cauchy problems for ordinary differential equations on the subintervals

\[
\frac{dz}{dt} = A(t)z + P(t), \quad z(t_{r-1}) = 0, \quad r = \overline{1, N}
\]

(23)
are a significant part of the proposed algorithm. Here \( P(t) \) is either \((n \times n)\) matrix or \( n \) vector, continuous on \([t_{r-1}, t_r]\), \( r = 1, N \). Consequently, solution to problem (23) is a square matrix or a vector of dimension \( n \). Denote by \( a_r(P, t) \) the solution to the Cauchy problem (23). Obviously,

\[
\Phi(t) = \Phi(t_1)^{1(\tau)}P(\tau)d\tau, \quad [t_{r-1}, t_r], \quad r = 1, N, \tag{24}
\]

where \( \Phi(t) \) is a fundamental matrix of differential equation (23) on the \( r \)-th interval.

We offer the following numerical implementation of algorithm for finding solution of problem (1)-(3) based on solving Cauchy problems by the Runge-Kutta method of 4-th order.

I. Suppose we have a partition \( 0 = t_0 < t_1 < \ldots < t_{N-1} < t_N = T \). Divide each \( r \)-th interval \([t_{r-1}, t_r]\), \( r = 1, N \), into \( N_r \) parts with the step \( h_r = (t_r - t_{r-1})/N_r \). Assume that on each interval \([t_{r-1}, t_r]\), the variable \( \hat{t} \) takes its discrete values: \( \hat{t} = t_{r-1}, \hat{t} = t_{r-1} + h_r, \ldots, \hat{t} = t_{r-1} + (N_r - 1)h_r, \hat{t} = t_r \), and denote by \( \{t_{r-1}, t_r\} \) the set of such points.

II. Solving the Cauchy problem for ordinary differential equations

\[
\frac{dz}{dt} = A(t)z + A(t), \quad z(t_{r-1}) = 0, \quad r = 1, N, \tag{25}
\]

\[
\frac{dz}{dt} = A(t)z + B(t), \quad z(t_{r-1}) = 0, \quad r = 1, N, \tag{26}
\]

\[
\frac{dz}{dt} = A(t)z + f(t), \quad z(t_{r-1}) = 0, \quad r = 1, N, \tag{27}
\]

by using Runge-Kutta method of the 4-th order, we find the values of the \((n \times n)\)-matrix \( a_r(A, \hat{t}) \), \( a_r(B, \hat{t}) \), and \( n \)-vector \( a_r(f, \hat{t}) \) on \( \{t_{r-1}, t_r\}, \quad r = 1, N \).

III. Construct the system of linear algebraic equations with respect to parameters

\[
Q^h(\Delta x)\hat{x} = -F^h(\Delta x), \quad \hat{x} \in \mathbb{R}^{n^2}, \quad h = (h_1, h_2, \ldots, h_N). \tag{28}
\]

Solving the system of algebraic equations (25) we find \( \hat{x}^h \in \mathbb{R}^{n^2} \).

IV. To define the values of the approximate solution at the remaining points of the set \( \{t_{r-1}, t_r\} \), we solve the following Cauchy problems by applying the Runge-Kutta method of the 4-th order

\[
\frac{dx}{dt} = A(t)x + B(t)\hat{x} + f(t), \quad t \in [t_{r-1}, t_r], \quad x(t_{r-1}) = x^0, \tag{29}
\]

\[
\frac{dx}{dt} = A(t)x + f(t), \quad t \in [t_{r-1}, t_r], \quad x(t_{r-1}) = \hat{x}^r, \quad r = 2, N. \tag{30}
\]

To illustrate the proposed method for control problem (1)-(3) we consider the following example.

**Example.** Consider the control problem for differential equations with parameter:

\[
\frac{dx}{dt} = A(t)x + B(t)x + f(t), \quad t \in [0,1], \quad x \in \mathbb{R}^2, \tag{31}
\]

\[
x(0) = x^0, \tag{32}
\]

\[
x(1) = x^1. \tag{33}
\]

where \( A(t) = \begin{pmatrix} t & t + d \\ 2t^2 & 7 \end{pmatrix}, \quad B(t) = \begin{pmatrix} t + 1 & 1 \\ t & 2t^2 \end{pmatrix}, \quad f(t) = \begin{pmatrix} -t^4 + 4t^3 + t^2 + 2t - 18 \\ -9t^3 - 9t^2 + 12t - 23 \end{pmatrix}, \quad x^0 = \begin{pmatrix} 1 \\ 3 \end{pmatrix}, \quad x^1 = \begin{pmatrix} 2 \\ 2 \end{pmatrix}. \]

In this example, the matrix of the differential part is variable and construction of a fundamental
matrix breaks down. We use the numerical implementation of the algorithm proposed. We provide the results of the numerical implementation of the algorithm by partitioning the subintervals \([0,0.5], [0.5,1]\) with step \(h_1 = h_2 = 0.05\).

Solving the system of equations (20) we obtain the numerical values of the parameters

\[
\begin{bmatrix}
\lambda_{11}^b \\
\lambda_{22}^b
\end{bmatrix} = \begin{bmatrix}
1.9997698 \\
5.000474
\end{bmatrix}, \quad \begin{bmatrix}
\lambda_{11}^c \\
\lambda_{22}^c
\end{bmatrix} = \begin{bmatrix}
1.500072 \\
2.1249704
\end{bmatrix}.
\]

We find the numerical solutions at the other points of the subintervals applying the Runge-Kutta method of the 4th order to the following Cauchy problems:

\[
\begin{aligned}
\frac{dx_1}{dt} &= A(t)x_1 + B(t)\lambda_{11}^b + f(t), \quad t \in \left[0, \frac{1}{2}\right], \quad x_1(0) = x^0, \\
\frac{dx_2}{dt} &= A(t)x_2 + B(t)\lambda_{22}^b + f(t), \quad t \in \left[\frac{1}{2}, 1\right], \quad x_2\left(\frac{1}{2}\right) = \lambda_{22}^c.
\end{aligned}
\]

The exact solution of the problem (28)-(30) is a pair \((\mu^*, x^*(t))\), where \(\mu^* = \begin{bmatrix} 2 \\ 5 \end{bmatrix}\),

\[
x^*(t) = \begin{bmatrix} t + 1 \\ t^3 - 2t + 3 \end{bmatrix}, \quad t \in [0,1].
\]

The results of calculations of numerical and exact solutions at the partition points are presented in the following table:

<table>
<thead>
<tr>
<th>(t)</th>
<th>(\tilde{x}_1(t)) (numerical solution)</th>
<th>(x_1^*(t))</th>
<th>(\tilde{x}_2(t)) (numerical solution)</th>
<th>(x_2^*(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.050012</td>
<td>1.05</td>
<td>2.900125</td>
<td>2.900125</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1000233</td>
<td>1.1</td>
<td>2.8009992</td>
<td>2.801</td>
</tr>
<tr>
<td>0.15</td>
<td>1.1500338</td>
<td>1.15</td>
<td>2.7033727</td>
<td>2.703375</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2000432</td>
<td>1.2</td>
<td>2.6079955</td>
<td>2.608</td>
</tr>
<tr>
<td>0.25</td>
<td>1.2500516</td>
<td>1.25</td>
<td>2.5156176</td>
<td>2.515625</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3000587</td>
<td>1.3</td>
<td>2.426989</td>
<td>2.427</td>
</tr>
<tr>
<td>0.35</td>
<td>1.3500644</td>
<td>1.35</td>
<td>2.3428599</td>
<td>2.342875</td>
</tr>
<tr>
<td>0.4</td>
<td>1.4000686</td>
<td>1.4</td>
<td>2.2639803</td>
<td>2.264</td>
</tr>
<tr>
<td>0.45</td>
<td>1.4500712</td>
<td>1.45</td>
<td>2.1911004</td>
<td>2.191125</td>
</tr>
<tr>
<td>0.5</td>
<td>1.500072</td>
<td>1.5</td>
<td>2.1249704</td>
<td>2.125</td>
</tr>
<tr>
<td>0.55</td>
<td>1.5500709</td>
<td>1.55</td>
<td>2.0663403</td>
<td>2.066375</td>
</tr>
<tr>
<td>0.6</td>
<td>1.6000679</td>
<td>1.6</td>
<td>2.0159606</td>
<td>2.016</td>
</tr>
<tr>
<td>0.65</td>
<td>1.6500663</td>
<td>1.65</td>
<td>1.9745814</td>
<td>1.974625</td>
</tr>
<tr>
<td>0.7</td>
<td>1.7000563</td>
<td>1.7</td>
<td>1.9429532</td>
<td>1.943</td>
</tr>
<tr>
<td>0.75</td>
<td>1.7500478</td>
<td>1.75</td>
<td>1.9218265</td>
<td>1.921875</td>
</tr>
<tr>
<td>0.8</td>
<td>1.800038</td>
<td>1.8</td>
<td>1.9119519</td>
<td>1.912</td>
</tr>
<tr>
<td>0.85</td>
<td>1.8500272</td>
<td>1.85</td>
<td>1.9140803</td>
<td>1.914125</td>
</tr>
<tr>
<td>0.9</td>
<td>1.9000163</td>
<td>1.9</td>
<td>1.9289631</td>
<td>1.929</td>
</tr>
<tr>
<td>0.95</td>
<td>1.9500066</td>
<td>1.95</td>
<td>1.957352</td>
<td>1.957375</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>2</td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\tilde{\mu}_1) (numerical solution)</th>
<th>(\mu_1^*)</th>
<th>(\tilde{\mu}_2) (numerical solution)</th>
<th>(\mu_2^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.9997698</td>
<td>2</td>
<td>5.000474</td>
<td>5</td>
</tr>
</tbody>
</table>

For the difference of the corresponding values of the exact and constructed solutions of the problem the following estimate is true:

\(|\mu^* - \tilde{\mu}| < 0.0002,\)
\[
\max_{\varepsilon > 0.20} \| \chi(t_j) - \tilde{\chi}(t_j) \| < \varepsilon, \quad \varepsilon = 0.000072.
\]
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найданылылады. Параметрлердің бекітілген мәнінде және дифференциалдық тендеулер үшін Коши есептері шешіледі. Коши есептерінің шешімдерін шекті техникалық алгоритм дәле өзгермейді, ол ерікеттік параметрлерге қатысты ықтималдық тендеулер ушін өзгертілмейді. Осы жағдайда Коши есептерінің шешімдері қосымша аудармалық ерекшеліктерін экранға аударылды. Бөлінісінегі аяқтау үшін Коши есептерінің шешімі қосымша аудармалық ерекшеліктерін экранға аударылды.

Түйін сөз: параметрі бар шекті техникалық, дифференциалдық тендеу, шешілімділік, алгоритм.
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ОБ ОДНОМ АЛГОРИТМЕ РЕШЕНИЯ ЗАДАЧИ УПРАВЛЕНИЯ
ДЛЯ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ С ПАРАМЕТРОМ

Аннотация. На ограниченном отрезке рассматривается задача управления для линейного обыкновенного дифференциального уравнения, содержащего параметр. Разбиением интервала и введением дополнительных параметров рассматриваемая линейная задача управления сводится к эквивалентной многоточечной краевой задаче с параметрами. Для определения введенных параметров используются условия непрерывности решения во внутренних точках разбиения и краевое условие. При фиксированных значениях параметров решаются задачи Коши для обыкновенных дифференциальных уравнений. Подставляя решение задач Коши в краевое условие и учитывая непрерывности решения сопоставляется система линейных алгебраических уравнений относительно введенных параметров. Разрешимость этой системы обеспечивает существование решения исходной задачи управления. Нахождение системы линейных алгебраических уравнений осуществляется с помощью решений матричных и векторных задач Коши для обыкновенных дифференциальных уравнений на подинтервалах. Предлагается численный метод решения исходной задачи управления, основанный на методе Рунге-Кутта четвертого порядка для решения задач Коши обыкновенных дифференциальных уравнений.

Ключевые слова: краевая задача с параметром, дифференциальное уравнение, разрешимость, алгоритм.
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