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Abstract. This article considers the problems of finding modern secure thresholds for the parameters of
cryptographic algorithms. We conducted a comparative analysis of the obtained secure thresholds against the
thresholds of the state standard of the Republic of Kazakhstan ST RK 1073-2007 "Means of cryptographic protection
of information. General technical requirements." Based on the results of the analysis and taking into account the
experience of certification tests, we worked out specific proposals for amendments and additions to this Standard.
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Introduction. The state standard of the Republic of Kazakhstan ST RK 1073-2007 "Means of
cryptographic protection of information. General technical requirements” (hereinafter "the Standard") was
adopted 12 years ago and became the main Kazakhstan standard for assessing the quality of Means of
Cryptographic Protection of Information (hereinafter —- MCPIs) [1, 2].

Over the past time, theoretical cryptography has received new development, as well as the
qualifications and computational capabilities of potential adversaries using distributed (network based)
and quantum computing have also increased. At the same time, the use of global communication networks
has significantly increased, including in banking information and payment systems that need
cryptographic protection of information. All of this, makes it relevant, to define modern safe thresholds for
parameters of cryptographic algorithms. Morecover, the built models of cryptographic information
protection adversaries of also prove that some provisions of the Standard, especially those related to the
first and second level of security, are outdated, and the Standard itself needs to be updated|3].

When updating the Standard, it is advisable to be guided by the following conceptual principles that
had been substantiated and, to a large extent, verified by previous editions of the Standard |1, 4-6]:

1. Ensuring consistency with the previous editions of the Standard. This, on the one hand, will make it
casier for developers and researchers of MCPIs to make a smooth transition to new requirements, and on
the other hand, it will allow government bodies and other users of MCPIs to be guided by previously
adopted regulatory legal acts in the ficld of MCPIs, presumably with minor changes.

2. Defining in the Standard all used cryptographic terms will facilitate an unambiguous understanding
and application of the Standard, eliminate the need to constantly refer to the scientific and technical
literature for the interpretation of terms.

3. Defining in the Standard four security levels of MCPIs associated with possible damage from
disclosure, imposition, or uncontrolled changes in the protected information, the budget of a potential
adversary, as well as the computational and spatial complexity of the known cryptographic-protection
breaking algorithms. This will allow even unskilled users of MCPIs to build adequate protection. Besides,
for the sake of consistency, it is advisable not only to maintain the four security levels but if the
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requirements for them are tightened, it is highly desirable to do so in such a way that the requirements of
each security level of a new version of the Standard do not exceed the requirements of the higher security
level of the previous version. This will prevent or limit at one level a decrease in the security level of
MCPIs when switching to a new edition of the Standard, which is extremely important for already
deployed information and telecommunication systems.

4. Defining in the Standard general requirements, which are elementary in theoretical and applied
cryptography and, therefore, are imposed on all MCPIs regardless of the level of security. This will help to
counter threats exploiting the lack of deep cryptographic knowledge among individual developers and
owners of MCPIs.

5. Defining in the Standard the main parameters of cryptographic algorithms and their secure
threshold values, as a rule, with a 20% margin of strength for their absolute values, which provide
resistance to known universal algorithms (attacks) for breaking cryptographic protection of the appropriate
computational complexity. The need to introduce a margin of strength is confirmed by the history of the
development of cryptography, which demonstrates the emergence of cryptographic attacks even on
admittedly strong cryptographic algorithms that are more effective than universal attacks. These
requirements will help the designers of MCPIs in the development and selection of cryptographic
algorithms and protocols of the required strength, as well as, in certification and other tests, effectively
identify cryptographic algorithms that are insecure against both universal algorithms for breaking
cryptographic protection and most special attacks.

6. Defining in the Standard additional organizational and technical requirements for MCPIls
depending on the level of security. This will allow MCPIs to withstand additional threats that substantially
depend on the scientific, technical, operational and financial capabilities of the adversary.

7. Quitting in the Standard any definition of specific cryptographic algorithms and protocols. This
makes it possible to conduct certification tests of MCPIs of different types and purposes, various domestic
and foreign manufacturers.

Analysis of general requirements. In paragraphs 4 "General provisions", 5.1 "General requirements
for MCPIs" and 5.2 "Requirements for technical documentation for MCPIs" of the Standard [1] set forth
the common requirements for all MCPIs.

1.1. Subparagraphs 4.3.1, 4.3.2, 4.3.3, 4.3 .4 and paragraph 4.4 of the Standard define four security
levels, linked to the cost of the information to be protected with no more than 100, 10,000, 1,000,000 and
100,000,000 MCI for 1, 2, 3 and 4 security levels, as well as with the computational complexity of known
algorithms for breaking cryptographic protection at 2°°, 2%, 2'*° and 2'°°, respectively. The thresholds for
the computational complexity of breaking algorithms for levels 1 and 2 are no longer secure [3]. Besides,
the development of bank information and payment systems requires the processing of higher-priced
information. Therefore, taking into account the models of cryptographic information protection
adversaries, it is expedient to amend the wording in subparagraphs 4.3.1, 4.3.2, 4.3.3, 4.3 4 and paragraph
4 4 of the Standard, as follows:

"4.3.* MCPIs of the first (second, third, fourth) security level are designed to protect the information,
the damage from disclosure, imposition or unauthorized modification of which in the amount protected
using the same key (the same keys) does not exceed 100 (50 thousand, 25 million, 10 billion) monthly
calculation indices, from potential adversaries with a budget of no more than 1,000 (1 million, 1 billion
and 1 trillion) monthly calculation indices.

4.4 MCPIs cannot be recognized as appropriate to the first, second, third or fourth security levels if an
algorithm for breaking cryptographic protection provided by them is known, the computational
complexity of which is less than 2%, 2%° 2'%® and 2'® operations, respectively, with due consideration of
the inverse multiplicative correction for the probability of its successful application. If an algorithm for
breaking cryptographic protection has a space complexity of at least 2°°, 2°¢, 2! and 2'* bits,
respectively, then this algorithm is considered inapplicable."

1.2. Paragraph 4.2 of the Standard states that MCPIs are considered as technologically complete
(workable) means. This wording does not allow us to unambiguously interpret this paragraph as a
requirement, although the workability of the MCPIs is of fundamental importance. To correct this, it is
advisable to transfer paragraph 4.2 of the Standard from Section 4 "General Provisions" to Section 3 as
follows:

"5.1.1 MCPIs shall be technologically complete (workable) hardware, software, or firmware."
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1.3. Subparagraphs 5.1.1, 5.3.6, 5.4.6, 5.5.6 and 5.6.6 of the Standard impose requirements on the
randomness of generated and formed keys. However, the requirements are largely duplicated, not
localized in one paragraph for each level of security, which also complicates the presentation and
understanding of the results of certification tests in scientific reports and protocols. To correct this, it is
advisable to exclude subparagraph 5.1.1 of the Standard, amend the wording of subparagraphs 5.3.6, 5.4.6,
5.5.6 and 5.6.6, and supplement the list of terms with the notions "random sequence of bits", "pseudo-
random sequence of bits" and "non-deterministic pseudo-random sequence of bits".

1.4. Subparagraph 5.2.1 of the Standard requires a complete description of the implemented
cryptographic transformation algorithms, and subparagraph 5.2.2 allows replacing the complete
description with references to standards defining these algorithms. To correct the formal contradiction
between these subparagraphs, it is reasonable to combine them into one subparagraph with the
requirement for a complete description of the implemented algorithms or the presence of references to the
standards defining these algorithms:

"5.2.1 The technical documentation (design, technological and software documentation, depending on
the type of MCPI) for all cryptographic transformation, key generation, formation, distribution, and
management algorithms implemented in a MCPI shall contain their full description or references to the
defining them state and interstate standards or other regulatory documents on standardization, effective or
applicable in the Republic of Kazakhstan in the prescribed manner."

Analysis of the requirements for the parameters of cryptographic algorithms. Paragraphs 5.3
"Requirements for MCPIs of the first security level", 5.4 "Requirements for MCPIs of the second security
level", 5.5 "Requirements for MCPIs of the third security level" and 5.6 "Requirements for MCPIs of the
fourth security level" of the Standard [1] set forth the requirements for the parameters of cryptographic
algorithms that directly depend on the computational complexity of the well-known universal algorithms
for breaking cryptographic protection. These requirements only partially comply with the above secure
thresholds of 2%%, 2%°, 2'*% and 2'° operations for security levels 1, 2, 3 and 4, respectively.

2.1. Subparagraphs 5.3.1, 54.1, 55.1 and 5.6.1 of the Standard specify that the key length of
symmetric cryptographic transformation algorithms implemented by MCPIs shall be at least 60, 100, 150
and 200 bits for security levels 1, 2, 3 and 4, respectively. In the case of using these threshold key lengths,
the all-key brute-force algorithm, which is universal and the only one applicable to all symmetric
algorithms, will be able to break cryptographic protection in 2%, 2! 2% and 2** encryption operations
[7-11]. The value of 2°° is below the secure threshold of computational complexity for security level 1, as
2% < 2% The values of 2'” and 2'*° correspond to secure thresholds of computational complexity for 2nd
and 3rd security levels, but do not provide additional security margins of 20%, since 2'**0% = 280 < 2%
and 2130%0% = 2120 < 2128 Therefore, to ensure the secure key length of symmetric cryptographic
transformation algorithms, it is necessary to increase their threshold values in subparagraphs 5.3.1, 5.4.1
and 5.5.1 of the Standard to 80, 120 and 160 bits, respectively, while the requirements of subparagraph
5.6.1 of the Standard can be left unchanged. Then the brute-force algorithm will be able to break
cryptographic protection in only 2%, 2'%° 21 and 2** encryption operations with an additional security
margin Of 20%’ Since 280*80% — 264’ 2120*80% _ 296’ 2160*80% _ 2128 a.nd 2200*80% _ 2160.

2.2. Subparagraphs 532, 54.2, 552 and 5.6.2 of the Standard indicate that the key length of
asymmetric cryptographic transformation algorithms implemented by MCPIs shall be at least 120, 160,
250 and 400 bits for security levels 1, 2, 3 and 4, respectively. In the case of using these threshold key
lengths, the all-key brute-force algorithm will be able to break cryptographic protection in 2%, 21 22%
and 2*° encryption operations, respectively. However, in all modern MCPIs, the implemented asymmetric
cryptographic transformation algorithms use, as a one-way function, exponentiation in some finite
multiplicative group G, usually cyclic and with order ord(G) = 2*, where k is the length of the secret
and/or public key. Thus the cryptographic strength of these algorithms is based on the computational
complexity of the discrete logarithm problem in an arbitrary or cyclic finite multiplicative group. The
computational complexity of known effective discrete logarithm algorithms in these groups (the Gelfond-
Shanks algorithm, also called the baby-step giant-step algorithm, Pollard's kangaroo (1) algorithm,
Pollard's rtho (p) algorithm, etc.), which do not impose significant additional restrictions on the group
properties, is O(Nord(G)) = Nord(G) = N2¥ = 2 and, respectively, 2%, 2%°, 2'% and 2°*° operations for
security levels 1, 2, 3 and 4 [7, 8, 12, 13]. The values of 2%°, 2*°, and 2'* do not attain the secure
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thresholds of computational complexity for security levels 1, 2, and 3, since, 2°° < 2% 2% < 2% and
212 < 2! Therefore, to ensure the secure key length of asymmetric cryptographic transformation
algorithms, it is necessary to increase their threshold values in subparagraphs 5.3.2, 5.4.2 and 5.5.2 of the
Standard to 160, 240 and 320 bits, respectively, while the requirements of subparagraph 5.6.2 of the
Standard can be left unchanged. Then, discrete logarithm algorithms in an arbitrary or cyclic finite
multiplicative group will be able to break cryptographic protection in only 2%, 2! 21 and 22
operations, respectively, with an additional security margin of 20%, since 28980 = 264 120%80% — 79
2160*80% — 2128 a.nd 2200*80% — 2160.

2.3. Subparagraphs 5.3.3, 543, 553 and 5.6.3 of the Standard state that the key length of
implemented by MCPIs asymmetric cryptographic transformation algorithms, the cryptographic strength
of which is based on the computational complexity of the factorization problem or the discrete logarithm
problem in a finite field, shall be at least 500, 1500, 4000 and 8000 bits for security levels 1, 2, 3 and 4,
respectively. These subparagraphs reflect the fact that in many MCPIs, the implemented asymmetric
cryptographic transformation algorithms use, as a mandatory one-way function, exponentiation in a finite
field P whose order ord(P) = n =~ 2¥, where £ is the length of the secret and/or public key. Notice that to
provide a "loophole" for such a one-way function, the popular RSA algorithm uses the product of two
secret primes: # = pxq as an element of the public key, and the secret key d falls in the range from 1 to
¢ (n) = (p-1) (g-1), ie. n =p x g = (p-1) (g-1) = 2¥, where k is the length of the private key d. Hence, the
cryptographic strength of these algorithms is based on the computational complexity of composite
factorization or the discrete logarithm problem in a finite field. The computational complexity of the
known effective factorization and discrete logarithm algorithms in a finite field (sieve algorithms for a
number field) that do not impose additional restrictions on the properties of a composite number and a
finite field is subexponential and evaluated as L.(1/3, (64/9)'?), where Lia,c) =
O(exp((c+o(1))(In n)*(In In n)"%)) [7,8, 12, 13]. Special algorithms for solving these problems (for
example, special number field sieve algorithms) that impose significant additional restrictions on
factorizable numbers and finite fields have a slightly lower computational complexity of L,(1/3, (32/9)"?).
In the case of using the existing threshold key lengths, the above universal algorithms will be able to break
cryptographic protection in 27, 2193 21959 and 22°* operations, and special algorithms — in 2°°2, 2812,
21229 and 2'** operations for security levels 1, 2, 3 and 4, respectively. The value 2% is below the secure
threshold of computational complexity for security level 1, since 2%° < 2% The value 2'"** exceeds the
secure threshold of computational complexity for security level 2, but does not provide an additional
security margin even at 7%, since 2'9%3™%% =~ 2901 < 2% Therefore, to ensure the secure key length of
asymmetric cryptographic conversion algorithms, the cryptographic strength of which is based on the
computational complexity of the problem of composite factorization or the discrete logarithm problem in a
finite field, it is necessary to increase their threshold values in subparagraphs 5.3.3 and 5.4.3 of the
Standard to 1000 and 2000 bits, respectively, while the requirements of subparagraphs 5.5.3 and 5.6.3 of
the Standard can be left unchanged. Then, the above universal algorithms will be able to break
cryptographic protection in only 2°°°, 21137 21559 and 22°°* gperations with additional security margins of
about 20%’ Since 285.9*74.5% ~ 264’ 2115.7*83.0% ~ 296’ 2155.0*82.6% ~ 2128 a.nd 2206.5*77.5% ~ 2160.

2.4. Subparagraphs 5.3.4, 54.4, 554, and 5.6.4 of the Standard specify that the length of the hash
code calculated by MCPIs shall be at least 120, 160, 250 and 400 bits for security levels 1, 2, 3 and 4,
respectively. If these threshold hash code lengths are used, the universal pre-image search algorithm by
exhaustive search of pre-images will be able to break cryptographic protection in 2'%°, 2'%°, 22°0 and 24°
hash operations, but Yuval's algorithm (attack) for collision search, based on the birthday paradox and
having computational complexity of = 2™2, where m is the length of the hash code, will be able to break
cryptographic protection in2%°, 2%, 2! and 2** hashing operations, respectively [7, 8, 14]. The values 2%,
2% and 2'* are below the corresponding secure thresholds of computational complexity for security levels
1, 2, and 3, since 2°° < 2% 2% < 2% and 2'* < 2'** Therefore, to ensure secure hash code lengths, it is
necessary to increase their threshold values to 160, 240 and 320 bits, respectively, in subparagraphs 5.3 4,
5.4.4 and 5.5.4 of the Standard, while the requirements of subparagraph 5.6.4 of the Standard can be left
unchanged. Then Yuval's algorithm will be able to break cryptographic protection in only 2*¢, 2!%°, 2%
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and hashing operations with an additional security margin of 20%, since
2160*80% — 2128 a.nd 2200*80% — 2160

2.5. The Standard does not impose any requirements on the length of Message Authentication Code
(MAC) computed by MCPIs. However, the complexity of breaking cryptographic protection provided by
a MAC substantially depends on its length m. Since message authentication codes are designed to control
data integrity and provide protection against falsified data entry and unauthorized modification of
messages, then in addition to the all-key brute-force algorithm accounted for in subparagraphs 5.3.1, 5.4.1,
5.5.1 and 5.6.1 of the Standard, for breaking cryptographic protection, universal search algorithms for
MACs (guessing attempts) can be used. The exhaustive algorithm for MACs has a computational
complexity of 2" operations for checking MACs [7, 8]. However, its characteristic feature is that the
algorithm is not executed on the computing tools of an adversary, but by MCPIs, whose performance is
significantly lower. Besides, MCPIs can limit the number of attempts to receive data with incorrect
MACs. For these reasons, adversaries usually use for MACs a partial enumeration algorithm with the
computational complexity » of operations for checking MACs or, taking into account the correction for the
probability of its successful application, » / (#/2™) = 2™, where r is the number of attempts 1 < r << 27,
Therefore, to ensure a secure length of MACs, it is necessary to supplement paragraphs 5.3, 5.4, 5.5, and
5.6 of the Standard with the following subparagraphs:

"5.%.5 The length of a MAC calculated by a MCPI shall be at least 80 (120, 160, 200) bits. For the
sole purpose of protecting a MCPI against unauthorized modification, identifying corrupted keys, and
garbled encrypted data, it is allowed to use shorter MACs, but not less than 15 (20, 30, 40) bits."

In the general case, search algorithms for MACs will be able to break cryptographic protection in only
2% 21202190 and 2°%° operations for checking MACs with an additional security margin of 20%, since
QB0T0% — 964 H120%80% — 996 ICUTEO% — 7128 and 2200"80% = 2150 T the above-mentioned exceptional cases, the
algorithms will be able to break the cryptographic protection provided by a MAC, in just 2", 2%, 2°° and
2% operations, as corrected. However, in these cases, a MAC is an additional line of defense and breaking
by an adversary of the entire cryptographic protection of a MCPI will be complicated by the expected
organizational and physical protection of the MCPI against unauthorized access and modifications, the
complexity of the directed and secretive change of the MCPI operation; organizational, cryptographic
(encryption) and other technical protection of keys at the stage of their distribution and loading,
identification of mismatch of downloaded keys by synchronization protocols of several MCPIs;
cryptographic (encryption) protection of encrypted data, as well as the execution of a search algorithm for
MACs by a MCPI itself, and not on the high-performance computing facilities of an adversary. The need
for introducing exceptions is dictated by the principles of maintaining consistency with the previous
edition of the Standard and ensuring that the requirements of each security level of the new version of the
Standard do not exceed the requirements of the higher security level of the previous edition and, in
particular, the requirements of subparagraphs 54.7, 548, 557, 558, 5.6.7 and 5.6.8 of the current
Standard.

2.6. Subparagraphs 5.3.5, 5.4.5, 5.5.5 and 5.6.5 of the Standard state that the length of an electronic
digital signature (DS) generated by a MCPI shall be at least 120, 200, 300 and 400 bits for security levels
1, 2, 3 and 4, respectively. In the case of using these threshold lengths of DS, the universal exhaustive
algorithm for signatures will be able to break cryptographic protection in 2'%°, 22, 2°® and 2** operations
for DS checking. However, in many modern MCPIs, the implemented DS generation and verification
algorithms use the El-Gamal scheme, in which the signature is a pair (v, s) of length m bits with the
clements r and s, as a rule, of the same length m/2 bits, and the signature verification reduces to comparing
the value of an expression with the element s. Consequently, the exhaustive algorithm for elements s has
the computational complexity of 2™ public key signature verification operations and, if threshold DS
lengths are used, it can break cryptographic protection in 2%°, 2'%°, 21°° and 2**° operations for security
levels 1, 2, 3 and 4, respectively [7, 8, 12, 13]. The value of 2°° does not attain the safe threshold of
computational complexity for security level 1, since 2°° < 2% The values of 2'™ and 2"°° are above the
secure thresholds of computational complexity for 2nd and 3rd security levels, but do not provide an
additional security margin of 20%, since 2'%"%% = 280 < 2% and 2150"8%% = 2120 < 212 Therefore, to ensure
a secure DS length, it is necessary, in subparagraphs 5.3.5, 5.4.5 and 5.5.5 of the Standard, to increase
their threshold values to 160, 240 and 320 bits, respectively, while the requirements of subparagraph 5.6.5
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of the Standard can be left unchanged. Then the exhaustive algorithm of the signature element will be able
to break cryptographic protection in, respectively, only 2%, 2'%°) 21 and 2** operations of signature
verification with an additional security margin of 20%, since 280807 = 264 2120%80% — 996 HI60%80% — 7128 ang
2200*80% — 2160.

2.7. Subparagraphs 5.3.6, 5.4.6, 5.5.6 and 5.6.6 of the Standard specify that the principle of generating
and forming keys implemented by a MCPI shall ensure that each bit of the key takes on the value of one
with a probability from the interval (0.5 = 0.03), (0.5 + 0.01), (0.5 £ 0.003) and (0.500 + 0.001) for
security levels 1, 2, 3 and 4, respectively, and, additionally, for security levels 3 and 4, keys shall be
random-number sequences and generated using random-noise generators based on physical processes.
These requirements, even with the increased specification for the computational complexity of
cryptographic protection breaking algorithms, provide the necessary level of security [15]. So, a partial
enumeration algorithm for the most probable keys of the same weight will have the computational
complexity of C,” encryption operations or, subject to the correction for the probability of its successful
application, C," / (C* (0,5+d)" (0.5-d)"™") = (0.5+d)™ (0,5-d)*" > (0,5+d)™ (0,5+d)"" = (0,5+d)™, where n
is the key length, w is the key weight (the number of 1-bits), 0,5+d is the probability that a bit of the key
takes on a value of one. In the case of threshold values of the specified intervals, that is, for d= 0.03, 0.01,
0.003 and 0.001, the partial enumeration algorithm for the most probable keys with the lengths of 80, 120,
160 and 200 bits of cryptographic transformation algorithms will be able to break cryptographic protection
in only more than 2732 216> 21386 and 21994 operations, as corrected, and with a security margin of more
than 12%’ Since 273.2*87.4% ~ 264’ 2116.5*82.4% ~ 296’ 2158.6*80.7% ~ 2128 a.nd 2199.4*80.2% ~ 2160. Consequenﬂy, to
ensure a secure interval of the probability that each bit of the key takes on the value of one, the threshold
values in subparagraphs 5.3.6, 5.4.6, 5.5.6 and 5.6.6 of the Standard can be left unchanged, but the
requirements themselves can be reworded as follows:

"5.3.6 The keys generated and formed by a MCPI shall be a random or non-deterministic pseudo-
random sequence of bits, where each bit takes the value of one with a probability within the interval
(0.500 £ 0.03).

5.4.6 The keys generated and formed by a MCPI shall be a random or non-deterministic pseudo-
random sequence of bits, where each bit takes the value of one with a probability within the interval
(0.500 £ 0.01).

5.5.6 The keys generated and formed by a MCPI shall be a random sequence of bits, where each bit
takes the value of one with a probability within the interval (0.500 = 0.003).

5.6.6 The keys generated and formed by a MCPI shall be a random sequence of bits, where each bit
takes the value of one with a probability within the interval (0.500 = 0.001)."

Analysis of additional requirements. In paragraphs 5.4 "Requirements for MCPIs of the second
security level", 5.5 "Requirements for MCPIs of the third security level" and 5.6 "Requirements for
MCPIs of the fourth security level" of the Standard [1] set forth additional security requirements.

3.1. Subparagraphs 5.4.7, 5.5.7 and 5.6.7 of the Standard state that MCPIs shall implement procedures
for calculating and verifying key checking information to prevent the use of keys corrupted at the stage of
distribution and loading with a probability of at least 0.9999, 0.999999 and 0.999999999 for levels 2, 3
and 4, respectively. In order to achieve compliance with the aforementioned lengths of MACs of 20, 30
and 40 bits, it is necessary to increase the threshold probability values to 1-10°, 1-107 and 1-10""%
respectively.

3.2. Subparagraphs 5.4.8, 5.5.8 and 5.6.8 of the Standard specify that MCPIs shall implement
procedures for calculating and verifying checking information about encrypted data to identify corrupted
encrypted data with a probability of at least 0.9999, 0.999999 and 0.999999999 for security levels 2, 3 and
4, respectively, but for security levels 2 and 3 the requirement applies only to pre-encryption. This
exception for online encryption was introduced for the possibility to certify for security levels 2 and
3 cryptographically strong encryptors for analog telephones and radio stations operating on a very
narrowband voice data transfer channel and, therefore, excluding its use for transmitting additional
checking information. However, the known definitions of preliminary encryption are more theoretical than
practical, which leads to a subjective interpretation and circumvention of the requirements of the Standard
when a MCPI is under development and certification tests. On the other hand, modern telecommunication
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facilities and their data transfer protocols have built-in tools for detecting and/or correcting errors, which
often makes it unnecessary for a MCPI to detect corrupted encrypted data. Given this and intending to
comply with the aforementioned lengths of MACs of 20, 30 and 40 bits, it is necessary to increase the
threshold probability values to 1-10°, 1-10 and 1-10"'2, respectively, and extend this requirement in the
above subparagraphs to all types of encryption as follows:

"5.4.8 MCPIs shall implement procedures for calculating and verifying checking information about
encrypting data to identify random errors in encrypted data with a probability of at least 1-10° or the
MCPI documentation shall contain organizational and technical measures to ensure protection against this
threat.

5.5.8 MCPIs shall implement procedures for generating and verifying MACs or DS for encrypting
data to identify randomly or deliberately corrupted encrypted data with a probability of at least 1-10° or
the MCPI documentation shall contain organizational and technical measures to ensure protection against
this threat.

5.6.8 MCPIs shall implement procedures for generating and verifying MACs or DS for encrypting
data for encrypted data to identify randomly or deliberately corrupted encrypted data with a probability of
at least 1-107"2."

3.3. Subparagraph 5.4.9 of the Standard states that MCPIs shall inform the operator of the
establishment, reset, and also the impossibility of establishing an encryption mode. Subparagraph 5.5.9 of
the Standard, additionally, requires reporting other irregularitics in operation. Moreover, subparagraph
5.6.9 of the Standard adds the requirement to prevent the transfer of open data to the storage, distribution,
and subsequent processing of encrypted data. That is, the current version of these subparagraphs is
oriented towards encryption and takes little account of authentication and key generation issues. The
requirement to prevent transfer is poorly combined with the requirements of reporting and is also more
theoretical than practical, which leads to a subjective interpretation of data areas and circumvention of the
requirements of the Standard when a MCPI is under development and certification tests. At the same time,
the Standard does consider issues of logging, which in recent years have been given a significant place in
the integrated security system. Based on the foregoing, it is proposed to amend subparagraphs 5.4.9, 5.5.9,
and 5.6.9 of the Standard as follows:

"5.4.9 MCPIs shall inform the operator about the current mode of operation.

5.5.9 MCPIs shall inform the operator about the current mode of operation and irregularities in
operation.

5.6.9 MCPIs shall inform the operator about the current mode of operation and irregularities in
operation, and to automatically log these events."

3.4. Subparagraph 5.5.11 of the Standard states that the routine procedures for deletion (destruction)
of keys by a MCPI shall ensure that they cannot be recovered. In addition to this, subparagraph 5.6.11 of
the Standard requires the delivery of technical means completed with the MCPI that implement the
specified procedures, if the MCPI itself does not implement them. However, the issues of recovering
information deleted in the RAM or external memory of a computer on various electronic and optical
media are often very knowledge-based and ambiguous, which leads to a subjective interpretation of the
impossibility of recovering deleted keys when a MCPI is under development and certification tests. The
inclusion of a paper shredder or an incinerator for burning paper and other key carriers in each set of
MCPI is excessive, especially in the presence of several MCPIs of the same type in an enterprise. Hence,
it is advisable to amend subparagraphs 5.5.11 and 5.6.11 of the Standard as follows:

"5.%.11 MCPIs shall delete (destruct) keys on completing their distribution, management, and use, or
the MCPI operational documentation shall contain organizational and technical measures for the deletion
(destruction) of keys."

Conclusion. The secure thresholds for the parameters of cryptographic algorithms defined in the
paper make it necessary to quickly revise the standard ST RK 1073-2007 to bring it into line with the
current level of development of theoretical cryptography and the capabilities of potential adversaries. The
developed proposals are specific and consistent with the current version of the Standard.
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KPUIITOI'PA®HUAIBIK AJITOPUTM NIAPAMETPJIEPIHE APHAJIFAH
KAYIIICI3 HIEI'T 7KOHE CT PK 1073-2007 CTAHJAPTBI

Annoramus. Kazakcran PecmyOmukacsmeir KP CT 1073-2007 «AKmapaTtbl KpHOTOTPA(ISIIBIK KOPFAY
Kypamaapsl. JKanmbl TEXHHKAJIBIK TaJanTap» MEMIICKETTIK CTAaHAAPTHI 12 b1 OyphIH KAOBIIIAHIBI )KOHE aKIMapaTThI
kpunrorpapuansik Kopray KypanmapeaeiH (AKKK) camacsiH Oaramayga HETI3T Ka3aKCTAHABIK CTAHIAPT OOJBIT
canananpl. OChl KYHTE JCHIH TCOPHSIBIK KpUNTorpadus >KaHAIIA JaMyJa, COHTAH-aK omyeTTi Oy3yIIbLIapIbIH
OLTIKTLITI MEH €CceNTey MYMKIHIIITIKTEPL A€ apTThL. AKHAPaTTHIH KPHITOTPA(ISIBIK KOPFAHBICHIH OY3y IIBLIAPIbIH
KYpacCTBIPpFAaH MOJCTI, OCBHI CTAHAAPTTHIH OipHEMIC CPCKCICPiHIH, ocipece, OipiHINI KOHC CKIHON ICHreHmeri
KAyiNCi3MiKKEe KATHICTBUIAPHI CCKIPTCH, a1 CTAHJAPTTHIH 631H JKaHANAY KAKCTTLIITIH JOICAICH .

CraHgapTThI )KaHAIAY 14 TOMEH/IETI TY>KbIPHIMIBIMAIIBIK KAFUIAIAPFA HETI3/1CITCH JKOH:

1. CTaHaapTTHIH aJIBIHFEI PEIAKIUSICHIMCH CA0AKTACTHIFbIH CAKTAY .

2. CraraapTTa KOIAAHBLIATHIH OAPIBIK KPHOTOTPA()MAIBIK TCPMHHACPIL AHBIKTAY .

3. Kapuamaygan, MOKOYpiIi HEMECE KOPFAHBICTAFBI AKMapaTThl 0acKapa aaMaHTBIHAAH CTim OypMajaydaH,
oneyerTi Oy3ymbl OIOMKCTIHCH, COHTAN-aK KPHNTOTPA(MSIBIK KOPFAHBICTHIH OCIT1MTI aITOPUTMICPIH SCCNTSYACTi
JKOHE KCHICTITIHAET! KHWBIHIIBUIBIKTAH KEJETIH 3aKbIMIbl eckepim, ctanmaprrarbl AKKK xayimci3 tepr neHreifin
AHBIKTAY .

- bipinmii, exinmm, yminamm skoHe Teprinmi aeHredmeri AKKK 6romkeri 1000, 1 mn., 1 mapa, skore 1 TpiH
AEK Ooran oneyertik Oy3ymsiapaan Oaracel coiikec 100, 50 mbm, 25 muH. xoue 10 mmpa AEK aprmaiitera
aKmaparThl KOPFayFa apHAJFaH,

- erep KONJAHy BIKTHMAJIBIIBIFEI COTTI JEH KEpl MYJBTHIUIMKATHBTI TY3CTYAl €CKEPE OTHIPBHII ANBIHFAH
anroput™ Kypaemimri 284 2% 2% sxome 2'%° omepaumsman kem 00JiCa JKOHE KpUNTOTPAQUSIBIK KOPFAHBIC
amropurmi 6enrim Oonca, AKKK Kayinci3mikriH colikec OipiHIN, SKiHII, YIIHINI OHE TOPTIHMI Jckreili Oosa
amvatiner. Erep KpEOTOrpaQMsIbIK KOPFAHBICTBI ally anrOpPUTMIHIE Kypaemimri 2%, 28 219 jape 212 Gurren a3
007ca, MYHAAH ANTOPUTM KOJIaHYFa OOMMAHIBI ICT O0JDKAM KACAHMBI3,

4. CTaHAAPTTHIH JKANBl TANANTAPBIHAA KOPFAHBIC AcHreiine kapamactaH Oapiaslk AKKK kxommaHsmaTeH
TCOPHAIBIK JKOHE KOTIAaHOAIbI KpunToTrpadusaga OCrin HOPCCHI aHBIKTAI Ay .

5. Cranmaprra KpHOTOTPA(MAIBIK AATOPUTMIACPAIH HCTI3TI HAPAMCTPIICPIH JKOHC OJIAPABIH  CCCITCY
KYPACTIMTiHE COWKEC KPHNTOrpausiblK KOpPFAaHBICTApABI amyablH (madybul) YHHBEPCAT aJrOpUTMICPIC
TO3IMIUIITIH KAMTaMAachl3 €TETETiH, OCPIKTITiH ECKEpEe OTHIPHIN KayiICi3AiK IIETiHIH IMAMAchlH aHBIKTay. Hakrs
alTKaH7A:

- AKKK xpunrorpaduaisiK TypICHIIPYACTI CHMMETPHSATIBIK AITOPUTMIC iICKE aCBIPBLIATHIH KUIT Y3bIHABIFHI 1,
2, 3 sxoue 4 Kayinci3mik acHreti ymin cotikec 80, 120, 160 sxore 200 OUTTCH a3 00IMAY Bl THIC,

- AKKK kpunTorpausuiblk TYpIECHAIPYAETI aCHMMETPISIIBIK ANTOPUTMAC ICKE aCBIPBITIATHIH KiNT Y3BIHIBFbI
cotikec 160, 240, 320 sxone 400 OUTTCH a3 O0JIMAYHI THIC,

- AKKK kpunrorpa@maiasK TYPICHAIPYACTI aCHMMETPHSUIBIK aATOPUTMIC iCKE aCBIPHLIATHIH KINT Y3BIHIBIFBI
KpUNTOTPAQISUIBIK TO3IMIALTITL KypaMa CaHHBIH KOOCHTKIIIKE JKIKTEYI€ HEMECE AaKbIPFBI OpICTe IUCKPETTI
TOTOPH(PMACY MOCEICCIHE HETI3ACNC OTHIPHIN, CCCMTIH CCENTSy Kypaemimrine codikec 1000, 2000, 4000 sxoHe
8000 outTeH a3 OOTMAYHI THIC.

6. AKKK &xayinci3mik ACHICHIHC COHKEC, CTAHAAPTTAFBl YHBIMIACTBHIPYINBI JKOHC TCXHHKAJBIK KOCHIMINA
TananTapabl AaHBIKTAY .

7. CrangapTTarsl HAKTHI KPHITOTPA(QHSUIBIK aITOPUTMACD MEH MPOTOKOJIAAPIBI AHBIKTAY AaH 0ac TapTy.

Tyiiin ce3aep: akmaparTsl KOpray, Kpunrorpadus, KpunrorpaQisaablk aIroOpuTMACP MapaMeTpi, MEMIICKETTIK
CTaHIApPT, KOPFAHBIC ICHTCHI.
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BE3OIIACHBIE ITOPOI'A JUIAA MAPAMETPOB KPUIITOTPA®PHYECKHUX
AJITOPUTMOB U CTAHJAPT CT PK 1073-2007

Annoramusi. Tocynmapcteennbli  crangapr PecmyOmmkm Kazaxcram CT PK  1073-2007 "Cpencrsa
Kpunrorpaduueckor 3amuTel mHpopMamu. O0mue TeXHIICCKUEe TpeOoBaHmsA" ObLT MPUHAT 12 neT Ha3ad u cTan
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OCHOBHBIM KA3aXCTAaHCKHM CTaHJAPTOM U OIICHKH KaYeCTBA CPEACTB KpHITOrpadMuecKoi 3ammTsl HH(POPMAIMA
(CK3HW). 3a mpomreamee BpeMs TCOPETHUCCKASA Kpumrorpadus MOIYUYHIA HOBOC PA3BHUTHE, A TAKKE BBIPOCITH
KBaMu(UKANWS W BBHIYHCIUTEIbHBIC BO3MOXKHOCTH IOTCHIMANBHBIX HapymmrelacH. IlocTpoeHHble Momenn
HapymmmTeneil Kpunrorpaduieckoi 3ammTsl HHPOPMAIIMH JOKA3hIBAIOT TO, YTO P MOJOkeHuH sToro CraHaapra,
OCOOCHHO KACAFOIIHCCH TICPBOTO W BTOPOTO YPOBHA OC30MACHOCTH, ycrapemw, a cam CraHmapT HEOOXOauMO
OOHOBHTB.

Ipu oOHOBmcHHH CTaHmapTa ILEICCOOOPA3HO PYKOBOJACTBOBATHCSA CIICAVIOMIMMH  KOHICTITY ATbHBIMH
TPUHIHITIAME:

1. CoxpaHCHHC MPSCMCTBCHHOCTH C TIPS IBLAY IUMH peaakimamu CtaHgapra.

2. Onpenencane B CTaHAAPTE BCEX UCIIOJIB3YEMBIX B HEM KPHUNITOTPAPHICCKAX TEPMHUHOB.

3. Onpenencuue B CtaHgapte yeThipex yposreH 0c¢3omacHocTH CK3H, yBA3aHHBIX C BO3MOXKHBIM yIICPOOM OT
pa3TIanicHHUs, HABSI3BIBAHWS WM HEKOHTPOIMPYEMOTO H3MCHCHHS 3aIlIMIIAcMOil mHpOpMAIMH, C OIOMKESTOM
MOTCHIMATBHOTO HAPYIIUTENSL, a TAKXKC C BBMHCIHUTCIBHOW M IPOCTPAHCTBCHHON CIIOJKHOCTBIO HM3BECTHBIX
ANTOPUTMOB BCKPBITHS KPUITOTPA(HICCKOH 3aIIUTHI:

- CK3M mepBOTO, BTOPOTO, TPETHETO M UCTBCPTOTO YPOBHCH OC30MACHOCTH MPEAHA3HAYCHBI I 3AIIUTHI
rHpopManmu cTouMOocThi0 He 6omee 100, 50 Thic., 25 muH. 1 10 Mupa. MPIT o1 HOTEHIIMANBHBIX HAPYIIHTENCH C
oromkeToM He Oosiee 1000, 1 mum., 1 mapa. u 1 Tpma. MPIT COOTBETCTBCHHO,

- CK3H He MOTYT OBITH NPHU3HAHBI COOTBETCTBYIOIIMMHY IIEPBOMY, BTOPOMY, TPETHEMY HIIH YCTBEPTOMY YPOBHIO
0C30IaCHOCTH, CCIHM M3BECTCH ANTOPUTM BCKPBITHS KPUNTOTPAapMUECKON 3aImHThI, OOCCIICUMBACMON WMH,
BBIYHCIIUTENBHAS CIOKHOCTh KOTOPOTO COCTABIET MeHee 264, 2% 2128 i 2160 omeparuii COOTBETCTBEHHO, C YUETOM
00paTHOH MYIIBTHIUTMKATUBHON IIOMPABKH HA BEPOSTHOCTD €T0 YCICIIHOTO MPUMECHEHHS. ECIM anropuT™ BCKPBITHSA
KpUITOrpaUueCKON 3alUTHl UMEET TMPOCTPAHCTBEHHYK) CJIOKHOCTH HE MeHee 289, 280, 2190 y 2120 Gyr
COOTBETCTBEHHO, TO 3TOT aJITOPHTM HOJAracTCs HEPHMCHUMBIM.

4. Onpenencune B CtaHmapre oOmMuUX TPEOOBAHMIL, SBIBIFOIIMXCS a30yYHBIMH B TCOPETHUCCKOH M MPUKIATHON
Kpunrorpaduu u, moToMy, IpeabsBisieMblx K0 BceM CK3M He3aBHCHMO OT YPOBH:I OE30IIaCHOCTH.

5. Onpenenerne B CTaHZapTE OCHOBHBIX MAPAMETPOB KPHITOTPA(QUUCCKUX ANTOPUTMOB M UX OC30MACHBIX
MOPOTOBBIX 3HAYCHHWH C 3alacoM MPOYHOCTH, OOCCICYMBAOINMX CTOWKOCTh K M3BECTHBIM YHHUBEPCAIBHBIM
anropuT™MaM (aTakam) BCKPBITHS KPHOTOTPAPHUECKOM 3aIIUThI COOTBETCTBYIOIIEH BBIUUCIHTCIBHOM CIOXKHOCTH. B
YACTHOCTH:

- umHa Kmovya peamsyeMbix CK3M CHMMETPHUHBIX aNrOPHTMOB KPHUNTOIPAPHUIECKOTO IPeoOpas0BAHMS
mopkxHA ObITh He MeHee 80, 120, 160 u 200 Out mi 1, 2, 3 u 4 ypoBHCH 0S30MaCHOCTH COOTBETCTBECHHO,

- umHa Karoda peanmsyeMblx CK3M acHMMETpHUHBIX anrOpHTMOB KPHITOTPA(QUUECKOTO MPEOOPa30BAHU
noipkHA ObITh He MeHee 160, 240, 320 u 400 OUT COOTBETCTBCHHO,

- mHa Kmoua peammsyeMmbix CK3M acmMMeETpHYHBIX alrOpUTMOB KPHUNTOTPA(HUHUECKOTO MPeoOpa3oBaHMI,
KpunTorpauieckasi CTOHKOCTh KOTOPBIX OCHOBAHA HA BBIUMCIHMTEIBHON CIIOKHOCTH 33Ja4H  PA3JIOKCHUS
COCTABHOTO YHCIIA HA MHOKHTENHU HJIM 33/1a4M JAUCKPETHOTO JOTAPU(MHUPOBAHUS B KOHEYHOM IIOJIC, JOJDKHA OBITH
He MeHee 1000, 2000, 4000 1 8000 OHT COOTBETCTBSHHO.

6. Ompeaencane B CTaHgapre AOTNONHHUTENBHBIX OPTAHM3ALMOHHBIX M TCXHHYCCKUX TPEOOBAHUH,
npeabssisieMbix kK CK3M B 3aBHCHMOCTH OT YPOBHS OC30MACHOCTH.

7. Orka3s ot onpenencuust B CTaHIapTe KOHKPETHBIX KPHNTOTPA(YHUHUCCKIX aITOPHTMOB B IIPOTOKOJIOB.

KmoueBnie cioBa: zamura wmH(pOpPMAIMH, KpHNTOTpadmsa, HmapaMeTpsl KPUNTOTPAPHISCKHX aNTOPHTMOB,
TOCYJAPCTBCHHBIN CTAHAAPT, YPOBEHL OC30MACHOCTH.

Information about the authors:

Alzhan Abdrakhmanov, Candidate of Physical and Mathematical Sciences, Advisor to Director General for cryptographic
protection of information of Contract Production "Delta-IT" LLP, Almaty, Kazakhstan, alzhanl7@mail.ru; https://orcid.org/0000-
0003-2257-397X;

Guncham Turdiyeva, Docent of Academy of the Committee for the National Security, Almaty, Kazakhstan;
tguncham(@mail.ru; https://orcid.org/0000-0001-7566-7852

REFERENCES

[1] ST RK 1073-2007. Means of cryptographic protection of information. General technical requirements. Astana:
Gosstandart, 2008. 30 p. (in Russ.).

[2] On the approval of unified requirements in the field of information and communication technologies and information
security: Decree of the Government of the Republic of Kazakhstan of 20.12.2016 Ne 832. SAPP RK. 2016. Ne 65. P.428.
(in Russ.).

[3] Abdrakhmanov A.E. Models of violators of cryptographic protection and standard ST RK 1073-2007. Reports of the
National Academy of Science of the Republic of Kazakhstan. Almaty: NAS RK, 2017. Volume 6, Number 316. P.62-71. (in Russ.)

—— {4 ——



ISSN 1991-346X Series physico-mathematical. 5. 2020

[4] ST RK 1073-2002. Means of cryptographic protection of information. General technical requirements. Astana:
Gosstandart, 2002. 32 p. (in Russ.).

[5] Abdrakhmanov A.E., Baibatchayeva D.A. Cryptographic grounds for the development of standard ST RK 1073-2007.
VII International Scientific and Practical Conference "Information Security in Information and Telecommunication Systems”.
K.: EKMO, TEZIS, KPI, 2004. P.59-60. (in Russ.).

[6] Abdrakhmanov A.E., Baibatchayeva D.A. Cryptographic grounds for the development of standard ST RK 1073-2007.
XI International Scientific and Practical Conference "Information Security in Information and Telecommunication Systems”.
K.: EKMO, TEZIS, KPI, 2008. P.20-21. (in Russ.).

[7] A-Menezes, P.Oorschot, S.Vanstone. Handbook of Applied Cryptography. Boca Raton, New York, London, Tokyo:
CRC Press, 1997. 780 p. (in Eng.).

[8] Alferov A.P., Zubov A.Yu., Kuzmin A.S., Cheremushkin A.V. Cryptography basics. Study guide. M.: Gelios ARV,
2001. 480 p. (in Russ.).

[9] J.Daemen, V.Rijmen. The Design of Rijndael. AES — The Advanced Encryption Standard. Berlin: Springer-Verlag,
2002. 247 p. (in Eng.).

[10] Panasenko S.P. Encryption algorithms. Special handbook. St.Pb.: BHV-Petersburg, 2009. 576 p. (in Russ.).

[11] Tokareva N.N. Symmetric cryptography. Short course: study guide. Novosibirsk: NSU, 2012. 234 p. (in Eng.).

[12] N.Koblitz. A Course in Number Theory and Cryptography. 2nd ed. New York, Berlin, Heidelberg: Springer-Verlag,
1994. 245 p. (in Eng.).

[13] A.Salomaa. Public-Key Cryptography. 2nd ed. Berlin, Heidelberg, New York: Springer-Verlag, 1996. 285 p. (in Eng.)

[14] T Bartkewitz. Building Hash Functions from Block Ciphers, Their Security and Implementation Properties. Bochum:
Ruhr-University, 2009. 20 p. (in Eng.).

[15] Abdrakhmanov A.E., Baibatchayeva D.A. On the question of the use of non-uniformity of the key generator when
breaking ciphers using the brute force method. Mathematical Journal. Almaty: Institute of Mathematics MES RK, 2006.
Volume 6, Number 3(21). P.14-17. (in Russ.).




