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METHODS OF FORECASTING
AND THEIR CLASSIFICATION

Abstract. The article discusses the classification and description of forecasting methods for various socio-
economic objects. In the process of economic reform, there is an increasing demand for predictive research of socio-
economic processes at various levels of management and decision-making. The correct choice of a solution depends
directly on the quality of its justification. Forecasting is one of the management functions, along with analysis,
organization, planning, motivation, etc.

To date, we have accumulated sufficient experience and a set of tools for both long-term and short-term
forecasting. Forecasting is a science-based prediction of the most likely state, trends and features of development of a
managed object in the long-term period based on the identification and correct assessment of stable relationships and
dependencies between the past, present and future. A distinctive feature of forecasting is that it justifies the
emergence of such processes and forms of material and spiritual life of society, which are currently inaccessible to
direct perception, as well as verification in practice.

Forecasting allows you to reveal stable trends, or, conversely, significant changes in socio-economic processes,
assess their probability for the future planning period, identify possible alternatives, and accumulate scientific and
empirical material for a reasonable choice of a particular development concept or planning solution.

Consideration of predictive activity as a study of future events and phenomena in the development of the object
requires the definition of methodological principles that form a constructive basis for the development and use of
applied forecasting methods.

The most important principle that allows you to combine on a single methodological basis all the variety of
forecasting methods in the study of processes of very different nature is the principle of consistency.

Formalized and intuitive methods of forecasting are described. Forecasting methods are in a certain sense an
applied discipline, in the study of which the theory is supported by the collection of necessary information,
calculations, calculations and evaluation of research results.

Econometric models are a forecasting tool that takes into account the requirements of a systematic approach to
the object and its quantitative characteristics.

Keywords: forecasting methods, classification, intuitive and formalized, extrapolation, interpretation of methods
used in economic, social, socio-political, scientific and technical.

Introduction. The authors used a combination of forecasting methods. Forecasting is one ofthe ways
to solve the problem of verification of forecasts, considered as a generalized assessment of their reliability,
accuracy and validity. The coincidence of prediction results obtained by different methods is one of the
evidences of their reliability. The choice and use of the method are the main stage in the development of
the forecast, and it does not guarantee final reliable results. The development procedure involves other
stages of activity.
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Main part. According to some scientists, there are more than 150 methods of forecasting. Basic
methods are much less, many of the "methods" are more relevant to individual methods and
procedures for forecasting, or they are a set of individual techniques that differ from the basic
methods by the number of private techniques and the successive application ofthem.

By the method of forecasting we mean a set of methods and methods of thinking that allow, based on
the analysis of historical data, exogenous (external) and endogenous (internal) links of the forecasting
object, and also to measure them within the framework of the phenomenon or process, to deduce certain
certainty about the future development ofthe object. A more concise definition was given by E. Yanch: "a
way ofinvestigating a prediction object, aimed at developing forecasts".

The meaningful interpretation of methods is determined by the nature, features and regularities of the
processes being studied. The future states of processes and phenomena are evaluated on the basis of
already accumulated knowledge ofthe essence, properties and patterns of existing or prospective trends in
their development.

Thus, if the methodological basis for forecasting is the theory of the object that reveals the existing
laws, the contents of the basic cause-and-effect relationships of the process, the forecasting methods
enable us to find a measure ofthe influence of individual patterns and causes of development, submit the
forecast object as a dynamic system measured with a certain degree of confidence Interactions of real
phenomena, factors, forces of social activity and thereby to enable to reproduce With a certain degree of
probability, the behavior ofthis system in the future [1 p.67].

The words of I. Siegel, the author of the classic work on technology forecasting "Technological
changes and long-range forecasting", remain valid, that success in forecasting depends not so much on the
application of certain methods as on the preservation ofthe correct "point of view".

In many cases, none of the methods alone can provide the required degree of reliability and accuracy
of the forecast, but, when used in certain combinations with others, is very effective - the advantages of
one method compensate for the shortcomings ofthe other, or they are used in development.

An objective need for combining different methods often arises when developing forecasts for the
development of processes characterized by the presence of complex interrelationships. Using a
combination of prediction methods is one ofthe ways in solving the problem of verification of forecasts,
considered as a generalized assessment of their reliability, accuracy and validity. The coincidence of the
results of forecasting, obtained by various methods, is one ofthe evidences oftheir reliability.

Although the choice and use ofthe method is the main stage in the development of the forecast, they
do not guarantee final reliable results. The development procedure assumes also other stages of activity,
among which one can single out the following:

1. Forecastjustification, i.e. the formulation of goals, tasks, initial data on the structure ofthe object
and the processes analyzed, the main factors, interconnections, the development of preliminary hypotheses
about the laws of development, methods and organization of forecasting procedures.

2. Description of the external environment (the forecast background), the identification of external
influences on the development of the facility and internal management, clarification of development
criteria and management parameters.

3. Development ofthe forecast model, i.e. the definition of its structure and constituent elements, the
establishment of interrelations between them, which will allow us to trace the patterns of change in the
process.

4. Develop, if possible, an alternative forecast based on the use of suitable forecasting methods.

5. An estimation of reliability, accuracy and validity of the developed forecast, consequences of its
realization. Comparison of forecast results with alternative forecast options.

6. Development of recommendations for managing the development of the process, taking into
account the options for the impact ofthe external environment and the internal evolution ofthe object.

7. Formulation of the task of developing a new version of the forecast, taking into account the
analysis ofthe results obtained and new information received.

A useful forecast is the result of making a decision from a set of alternatives that differ not only from
formal criteria, but also from their validity and adequacy to the context of the development of events.
Thus, the development of the forecast represents an iterative process, where the results of each stage can
affect the problem statement and its implementation.
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Therefore, in many cases of implementation of various projects and programs of a strategic
nature, the task is to assess the state of the analyzed object and develop predictive directions for
development, which represents an in-depth analysis of possible situations and consequences of
decisions (scenario analysis or situational analysis).

Classification ofprediction methods.

The authors of the "Working book on forecasting”" give a three-level classification of methods,
based on the following principles: sufficient coverage of methods, the unity of the classification
feature at each level, the non-intersection of the classification sections, the openness of the
classification scheme (the possibility of complementation by new methods). Each level in the scheme
is determined by its classification criterion: the degree of formalization, the general principle of
action, the way to obtain the forecast information [2, p. 132].

According to the degree of formalization, methods of forecasting are divided into intuitive and
formalized. Ifthe combination of causal links is projected into the future, the use of methods based on
formalized thinking has advantages over intuitive methods.

The classification proposed by the authors is quite extensive, because Includes forecasting
methods used in economic, social, socio-political, scientific and technical fields.

The ratio of the forecast horizon (the preemptive period) At and the evolutionary period
(retrospective period) ofthe process developmentt_x:

T = At/tx.

If T << 1 (the forecasting horizon fits within the evolutionary cycle), then it is recommended to
use formalized methods. At T«1 and the possibility of sudden changes in development, intuitive
methods are more effective. Formalized methods can be used before and after the turning events. If
several evolutionary periods fit in the period of anticipation (T>>1), intuitive methods are used to
develop forecasts.

In the training manual edited by A.E. Granberg presents a classification scheme in which
methods are divided into four groups according to the method of obtaining predictive information:
individual expert assessments, collective expert estimates, prognosis extrapolation methods, and
modeling methods [3, p.174].

From the standpoint of a general approach, a set of prediction methods aimed at solving applied
problems of analyzing the state of an object and forecasting its development in a modern dynamic
world can be systematized in the following classification (table 1).

Table 1- Classification of forecasting methods

Forecasting methods

Intuitive methods Formalized methods

Individual expert Collective expert Methods of System- Associative Methods of
assessments assessments predictive Structural methods leading
extrapolation methods and information
models
The "interview" Method of Simple extrapolation ~ Morphological Simulation Analysis of
method commissions analysis modeling publication
flows
Analytical method ~ Method "Delphi" Moving Average System analysis
Method The matrix
method
Building a script The method of The method of Regression Historical and ~ Assessment of
collective exponential models logical the importance
generation ofideas  smoothing Econometric analysis of inventions
("brainstorm™) methods
The method of The method of Extrapolation of Functional- Patent
psycho-intellectual ~ guided ideas trends hierarchical Information
generation of ideas  generation modeling Analysis
Synoptic method Autoregressive Network
models Simulation
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The most common and fundamental classification feature is the "method of obtaining predictive
information". There are three main sources of forecast information [4, p.32]:

- human experience and intuition;

- extrapolation of known trends and patterns in the development of processes and phenomena;

- amodel ofthe process under investigation that reflects the expected or desirable conditions for its
development.

If the first two sources with some degree of convention can be considered as empirical, then the
model uniquely represents a theoretical source. Adequate mathematical description of relationships and
regularities, taking into account the time factor, makes it possible to carry out calculations for the future
for various objects. Thus, the model is a tool for implementation.

A certain approach to the study of the object through a formalized (quantitative) expression of the
patterns inherent in its development.

In connection with the above, it is necessary to highlight the role and importance of econometrics and
econometric models have recently received by the right development and wide distribution. The
computational capabilities of modern information technologies have opened access to the study and use of
econometrics. It is worth noting that the achievements of researchers are in the field of econometrics
awarded Nobel prizes: Ragnar Frisch and Jan Tinbergen (1969), Lourens Kleyn (1980), Trygve Haavelmo
(1989), Dzheyms Hekman and Daniel McFadden (2000), Robert Engle and Klayv Grendzher (2003).
Econometric models allow us to solve applied problems of socio-economic development, including a
meaningful interpretation ofthe results ofthe analysis and prediction.

Intuitive methods are used when the object of forecasting is either too simple, or so complex and
unpredictable, that it is practically impossible to take into account the influence of many factors
analytically. The individual and collective peer evaluations obtained in such cases are used as final
forecasts or as input data in complex prediction systems.

The "interview" method represents an individual expert assessment formulated by the impromptu
without preliminary analysis of the questions and therefore excluding ambiguous interpretation. In this
case, the researcher-forecaster contacts the expert directly in the "question-answer"” mode according to a
previously developed program aimed at identifying the prospects of the process under study. Success
depends on the level of preparedness of the interviewer: the content and thoughtfulness of the questions,
their uniqueness and logical interconnectedness.

The analytical method is connected with the expression of individual point of view of the expert in
the research or analytical notes on the trends in the development of studied phenomena and processes. In
the course of such work, expert can use all the needed information.

When constructing scenarios, a logical sequence of hypothetical events is established, connected with
each other by cause-effect relationships; This is a model of the process, and not just the final result. The
sequence of events or states is considered in the time coordinate system. The methodology for writing the
scenario requires determining the necessary control actions and those turning points at which these
impacts must be applied to achieve the development goals. Therefore, the scenario forecasting method can
be used when forecasting partially or completely controlled processes. Attention is drawn to the
relationship between phenomena that can be missed at the abstract level of analysis.

The method of psycho-intellectual generation of ideas should be based on motivational creative
motives, but he, like all individual assessments, is subjective. The final version of the decision is
determined through the analysis of expert data directly by the researcher.

The method of commissions is the unification ofthe work of experts in the development of documents
on the prospects for the development of the forecasting facility. As an information base are sociological
surveys.

The "Delphi" method represents a number of consistently implemented procedures aimed at preparing
and substantiating the forecast. The method developed by O. Helmer and his colleagues, after the
publication of the "Report on the study of long-range forecasting" by the American corporation "RAND"
in 1964, became widely known [5]. The objects of research were: scientific breakthroughs, population
growth, automation, space exploration, the emergence and prevention of wars, the future weapons
systems. In a simplified form, the method can be viewed as a sequence of iterative analysis cycles, in
which an attempt is made to avoid the intervention of psychological factors through the anonymity of the
interview and at the same time the group nature of the response.
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Since the method is based on the experience and intuition of specialists, O. Helmer discusses it in
detail along with scripting and other techniques in the report "Social Technology", also published by
RAND Corporation in 1965 [6].

The method of collective generation ofideas, called "brainstorming™ or "brainstorming”, differs
from the "Delphi” method by the joint nature ofobtaining a decision during a special meeting and the
subsequent analysis ofits results. The essence ofthe method is to solve two problems:

- generating new ideas on possible options for the development ofthe process;

- analysis and evaluation ofideas put forward.

The method of "brainstorming" is recommended to use in critical situations, characterized by the
absence of real, fairly obvious options for the development of processes in the future. The method is
applied at the level of regions, large firms, concerns for the forecast of development and placement,
for example, of social infrastructure or analysis of the situation emerging in the market, to determine
the system ofmeasures to overcome the "barriers” to enter the markets, etc.

If the "brainstorm" is primarily aimed at collecting new ideas, then the method of guided idea
generation is a method of exchange of opinions, as a result of which it is expected to reach agreement
between experts. The group leader, who manages the generation of ideas and stimulates it, knows the
true nature ofthe problem and organizes the discussion in such a way as to find the right solution.

The synoptic methodpresents a consolidated, overview approach to the analysis ofthe object and
the writing ofindividual scenariosfor different areas, followed by their integration by iteration.

Formalized methods are divided according to the general principle ofaction into four groups:
extrapolation (statistical), system-structural, associative and methods ofadvanced information.

In the practice of forecasting economic processes, statistical methods are prevailing, at least until
recently. This is mainly due to the fact that statistical methods rely on the analysis apparatus, the
development and application of which have a fairly long history. The forecasting process, based on
statistical methods, breaks down into two stages.

The first is to summarize the data collected over a certain period of time, and also to create a
process model on the basis ofthis generalization. The model is described as an analytically expressed
trend of development (trend extrapolation) or as a functional dependence on one or several factors -
the arguments (regression equations). The construction of a process model for forecasting, whatever
the form, necessarily includes the choice of the form of the equation describing the dynamics and
interconnection of phenomena, and the estimation of its parameters by one or another method.

The second stage is the forecast itself. At this stage, based on the found patterns, the expected
value of the predicted indicator, value or characteristic is determined. Of course, the results obtained
can’t be regarded as something final, since in their evaluation and use factors, conditions and
constraints that do not participate in the description and construction of the model should be taken
into account. Their adjustment should be in accordance with the expected change in the circumstances
oftheir formation.

It should also be noted that in some cases the actual statistical processing of economic
information is not a forecast at all, but it appears as an important link in the overall system of its
development. The world practice has extensive material in the field of prospective analysis, and it is
already clear that the success of predictions obtained on the basis of statistical models depends
significantly on the analysis of empirical data, on the extent to which such an analysis will be able to
identify and generalize the patterns of behavior ofthe processes under study in time .

One of the most common prediction methods is extrapolation, i.e. the extension to the future of
trends observed in the past (the extrapolation method is described in more detail in the next chapter).
Extrapolation is based on the following assumptions [7, p.151]:

1) the development ofthe phenomenon can be reasonably characterized by a smooth trajectory-
a trend;

2) the general conditions that determine the development trend in the past will not undergo
significant changes in the future.

Extrapolation can be represented as the definition ofthe value of a function:

yt+ = f(y*t,D, (11)
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where y t+i is the extrapolated level value; Yt - the level adopted for the extrapolation base; L - Period of
anticipation.

The simplest extrapolation can be carried out on the basis of the average characteristics ofthe series:
average, average absolute growth and average growth rate.

Ifthe average level ofthe series does not tend to change, or ifthis change is insignificant, then we can
accept:

Vi+i = y.

Ifthe average absolute growth remains unchanged, then the dynamics ofthe levels will correspond to
the arithmetic progression:

Vi+i = yt + Ayt

If the average growth rate does not tend to change, the forecast value can be calculated by the
formula:

yt+ = ytTL (12)

where T - average growth rate; Yt - The level adopted for the base for extrapolation.

In this case, it is supposed to develop according to a geometric progression or exponentially. In all
cases, a confidence interval should be determined that takes into account the uncertainty and inaccuracy of
the estimates used.

The simplest and best-known method is the moving average method, which performs mechanical
alignment of the time series. The essence of the method is to replace the actual levels of the series with
calculated averages, in which the oscillations are canceled. The method is considered in detail in the
course ofthe theory of statistics.

For the purposes of short-term forecasting, the method o fexponential smoothing can also be used. The
average level ofthe series at time tis equal to the linear combination ofthe actual level for the same time
y t and the average level of past and current observations.

Qt = ayt+ (1-a)Q t_i (1.3)

where Qt - exponential mean (smoothed value of the row level) at the moment t; a - coefficient
characterizing the weight of the current observation when calculating the exponential average (the
smoothing parameter), 0 <a < 1.

Ifthe forecast is one step ahead, then the forecast value yt = Qt, Is a point estimate.

Trend extrapolation is possible if the dependence of the series levels on the timefactor t isfound, in
which case the dependence has theform:

yt = Ne (1.4)

The types of curves, the grounds for choosing the type of analytic dependence, and the calculation of
the confidence interval are discussed in the next chapter.

For many stationary processes in the economy, there is a close relationship between levels over
previous periods or moments and subsequent levels. In such cases, the dependence on time is manifested
through the characteristics of the internal structure of the process over past periods. Having expressed in
the analytical form the interrelation ofthe levels of the time series, one can use the obtained regularity for
forecasting.

The stationary process model expressing the value of the indicator yt in the form of a linear
combination of a finite number of previous values of this index and an additive random component is
called the autoregression model.

yt =a + "yt i + st (1.5)

where a - constant, » - parameter of expression , £t - random component.

The methods considered above, with the exception of trend extrapolation, are adaptive, since The
process of their implementation is to calculate the time-series values of the predicted indicator, taking into
account the degree of influence ofthe previous levels.
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The morphological method was developed by the famous Swiss astronomer F. Zwicky, who
worked at observatories in the state of California until 1942. The morphological method was
developed by the famous Swiss astronomer F. Zwicky, who worked at observatories in the state of
California until 1942. Three types ofproblems that he believes morphological analysis can solve:

- how much information about a limited range of phenomena can be obtained with this class of
receptions?

- what is the complete chain of consequences arising from a particular cause?

- what are all possible methods and techniques for solving this particular problem?

The answer to the second question is the construction of a goal tree based on graph theory. The
answer to the third question is provided by prospecting forecasting.

The premature formulation of the question of value is detrimental to the study. The ordering of
all decisions, including trivial solutions, allows you to get away from stereotypes, structure your
thinking in such a way that new information is generated that escapes attention during non-systematic
activities.

In morphological analysis, all combinations are systematically examined in the conduct of
qualitative changes in the basic parameters of the concept, and through this, the possibilities of new
combinations are revealed.

The most constructive of applied areas of systemic research is system analysis. "Total systems
analyses" was first developed by the RAND Corporation in 1948 to optimize the complex tasks of
military management. However, regardless of whether the term "system analysis" is applied only to
defining the structure of the system's goals and functions, to planning, developing the main lines of
development of the industry, enterprise, organization, or to researching the system as a whole,
including goals and organizational structure, work on a systemic Analysis is different in that they
always offer a methodology for conducting research, organizing the decision-making process, an
attempt is made to identify the stages of research or decision-making and propose approaches to the
implementation of these stages In specific conditions.

In addition, in these works, special attention is always paid to work with the objectives of the
system: their origin, formulation, detailing (decomposition, structuring), analysis and other issues of
transformation (goal-setting). Some authors, even in the definition of system analysis, emphasize that
this is the methodology for investigating purposeful systems. At the same time, the development of
the methodology and the choice of methods and techniques for performing its stages are based on
systemic representations, on the use of regularities, classifications, and other results obtained by
system theory.

The methods of normative technological forecasting include the matrix approaches used to verify
alignment with various horizontally acting factors. Two-dimensional matrices provide a quick method
for assessing the priority of one or another of the proposed options. This principle is consistent with
the widespread in the management method of SWOT analysis, that is, taking into account the weak
and strong sides ofthe object, threats and advantages in the external environment.

From the point of view of methodology, matrix methods are methods and models ofgame theory.
They are used in forecasting socio-economic processes in the analysis of situations arising from
certain relationships between the system under investigation and other opposing systems. An example
is the consideration of an enterprise (one player) and nature (another player), i.e. Reaction and
behavior of buyers.

Another example is connected with the activity of enterprises and the economic policy of the
government. The distribution of income is a trade-off between the need to centralize revenues and
ensure the economic independence of enterprises. The strategy of the enterprise is formed taking into
account the total winnings that it receives from the remaining share of its income and from the
additional opportunities provided to it by the center. The state's strategy is to determine the share of
centralized incomes that do not undermine the economic possibilities of enterprise development and
at the same time is sufficient for solving state-wide problems, which ultimately matter for the
enterprises themselves [3, p. 188].
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The main goal of the theory of games is to develop recommendations for choosing the most effective
solutions for managing processes in the presence of uncertain factors. Uncertainties include factors about
which the researcher does not have any information, they have an unknown nature.

The modern competitive world is characterized by strategic uncertainty due to the participation in it of
a multitude of parties having their own different goals and not sufficiently representing the strategies of
competitors. In strategic management, a competitive strategy must evolve in the direction from conflict
situations to partnership. At the same time, each side should be ready to make certain losses and be sure
that its competitor is also ready for losses [4, p.318].

The methods of statistical modeling include regression equations that describe the interrelationships
oftime series of independent features and performance indicators. The projected levels are calculated by
substituting for the regression equation the projected values of the characteristic factors that can be
obtained, for example, on the basis of extrapolation. Forecasting based on regression models can be
performed only after evaluating the significance of regression coefficients and testing the model for
adequacy. The forecasting tool, taking into account the requirements of the system approach to the object
and its quantitative characteristics, is the econometric models. Their area of application are
macroeconomic processes at the level ofthe national economy, its sectors and industries, and the economy
ofthe territories.

Econometric studies originate from W. Petty, J. Graunt, A. Qetle and all statisticians who have made
a significant contribution to the study of mass economic phenomena through quantitative measurements
can be included in this list.

The development of some problems of econometric modeling is devoted to the work of many
economists in the field of economic and mathematical modeling in the 1950s-1980s.

The logic of econometric monographs is primarily directed to various applications, rather than to
solving problems arising in theory. This is how the monographs of G.Teil and E.Malenvo translated into
Russian became available, which became accessible to a wide circle of readers in the 70s of the last
century and played an important role in the solution of applied problems[8,9].

A systematic exposition of the methods of theoretical econometrics is devoted to the J. Johnston
monograph "Econometric methods", published in 1980. The book contains numerous examples and results
obtained until the end of the 1970s, after which a qualitatively new stage of development of the market
economy began [10].

Functional-hierarchical modeling represents the coordination of a distant goal with actions
(functions) that must be undertaken to achieve it in the present andfuture time. For thefirst time the idea
of constructing a graph according to the principle of the target tree was proposed by a group of
researchers in connection with the problems of decision making in industry [7]. Trees of goals with
quantitative indicators are used as an aid in decision-making and in this case bear the name ofdecision
trees.

The first major application ofthe methodology ofthe goal tree to quantitative calculations in the field
of decision-making was carried out by the Department of Military and Space Sciences of Honiwell
Company. The PATTERN scheme, originally used for aeronautics and space problems, was turned into a
universal scheme covering all military and space spheres of activity.

Network modeling is widely used in normative technological forecasting. The most famous method
was the critical path, based on the use of network graphs, reflecting the various stages of each part of the
project, and analyzing them to select the optimal path between the initial and final stages. As a criterion,
there are costs or deadlines. Network modeling uses the target tree as an auxiliary tool.

At the core of simulation modeling method has an idea of making maximum use of all available
information about the system. The goal is to analyze and predict the behavior of a complex system with
many functions, not all of which are quantified.

Simulation modeling has found wide application in forecasting processes, the analysis of which is
impossible on the basis of direct experiment.

The possibility of a systematic use of similarity in the development of various objects underlies the
method of historical analogies. As a comment by E. Yanchem [8, p.221], the historical analogy has always
played a separate conscious or unconscious role in forecasting. For the first time, the results of the
systematic use of the historical analogy to "the main social inventions of the 20th century, conducted
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under the auspices of the American Academy of Arts and Sciences, were presented in the book"
Railway and space programs - a study from the standpoint of a historical analogy. "
When using historical analogies, it is necessary to bear in mind:

- success depends on the correct selection of matching objects;

- there is a historical conditioning ofprocesses and phenomena;

Innovations in socio-economic processes bear the imprint ofthe national "style."

In the past, O. Shpengler and later A. Toynbee sought to rethink the socio-historical development
of mankind in the spirit of the theory of the cycle of local civilizations. The end ofthe 20th century,
with its gigantic changes, led to a clash of civilizations and globalization [10].

The method of historical analogies can be fairly conditionally attributed to formalized methods,
since At the stage of choice, it contains a sufficient share of subjectivism, characteristic of expert
methods. Historical analogies allow solving the problems of scientific and technical forecasting. At
the same time, quality indicators ofthe analogue, shifted relative to the object along the time axis, are
used as a source of advanced information. The method is oriented to the prediction of the
development of objects ofthe same nature, therefore classifications or methods of pattern recognition
can be used [11].

The group of methods of advanced information refers to technological forecasting and is
associated with monitoring of the latest research, results and breakthroughs in various fields of
knowledge and evaluation of accumulated achievements. The methods are based on the property of
scientific and technical information ahead of the implementation of achievements in production. To
carry out such activities, there are great opportunities in connection with the high level of
development of information technology [12].

The main source of information is patent and patent-associated information: patents, copyright
certificates, licenses, catalogs, commercial information. The trend of the modern world is the
reduction ofthe "life cycle" of innovations.

K.K. Mpumxaposal " A. OpbiH6ekoBa2, A.K. Opasranuesa3

1Hapxo3 yHuBepcuTeT AnmMartbl, KasakcraH;
ZTypaH yHuBepcuTeT” AcTaHa, Ka3akcTaH;
3KasakcTaH UHHOBaLWANbIK akageMuschl, Cemeil, KasakcTaH

BOJ/IXKAY 3A1CTEP1 XX3HE ONAPAbLL X1KTENY1

AHHOTauma. Makanaga Typni aneyMeTnK-3KOHOMUKabIK HbiCaHAbl 60/mKay 3at0TepLLy xwTenyl meH
cunatrTamacbl KapacTblpbliafbl. JKOHOMUKaHbl pedopmanay YpgepiciHge Kkebwece 6ackapy MeH Lwewlm
KabbingayabiH TYpAi AeHrewHaen 3neymeTnK-3KOHOMUKaNbIK Y aepictepai 6o/mkaraH 3epTTeynepre cypaHbic
apragbl.

Wewrmalr aypbic TaHAay OHbl Hen3fey canacblHa Mkenew Tayenar bomxkay Tangay, yibiMaacTbipy,
xocnapnay, MoOTMBauus >3He T.6. 6ackapy (QYyHKUMAnapbiHbiH 6IpF 60nbin  caHanafgbl. bonxamabik
a3l pnemenepal, 6GenceHal” TyThiHyWbINapbl - MUANMOHAAraH HapblK areHTTepl, YW LiapyallbinbIKTapsl,
MEM/IEKETIK >X3He ayMaKTblK 6ackapy opraHgapbl. [eMOoKpaTUANbIK alWblK Koramja Koramfbl AamblTyAblH
6anama HyckanapblH, HapbIKTbIK KaTblHACTapAblH 3p6Ip KaTbiCyLWbICbIHAA 6ap MYMKIHAIKTEPAI YCbIHY KaXeT.

Kasl'pn yakbiTTa y3akmep3l Mgl XaHe Kbickamep3lmalr 6o/mkam YLWiH XXeTKW KN TakIpnube MeH Kypangap
XWHakTanraH. bomkamgay - eTKeH, Ka3lpn >kK3He O6ofallak apacbiHAarbl TypakTbl 6alinaHbiCTap MeH
TIYeNALW KN aHbIKTay XX3He Aypbic 6aranay Henswae 6onawlak KeseHae 6ackapblnaTtbiH HbICAHHbLIH HEryp/ibiM
bIKTUMaN Xaii-KY Wi, gaMy ypAicTepi MeH epeKLIemKTepL FbiNbIMW Hen3saereH 6omkam.

BomkangayabiH epeKwWwenT - ka3l pn yakblTTa MKenen Kkabbligayra, COHAan-ak npakTrkaaa TeKcepyre Kon
XeTNnenTIW KOraMHblH MaTepuangblK >K3He pyxaHu emIpLlily, ocbiHAak YgaepicTepi MeH HblCaHAApbIHbIH
TybIHAAYbIH Hen3genar

BomkaM TypakTbl YpgicTepai Hemece Keproullle, 3neyMeTnK-3KOHOMUKanblK Ygepictepgeri eneynl
esreptoTepal” awyra, onapAbiH 6onallak Xocnapnbl Ke3eH YLWiH bIKTUManbIrbiH 6aranayra, biIkTuman 6anama
HyCKanapAbl aHblKTayra, jamMmy/fblH KaHfalk aa 6rp Ty>XXbIpbiMAaMacblH HeMece Xocnap/bl WwewlMal Hen3genrex
Taugay YLiH rbinbIMU X3HE 3MNUPUKAbIK MaTepuanipbl XXMHakTayra MyMKiHAik 6epeal”
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Bomkamabl KbI3MeTN HbiCaH AaMyblHAarbl 6onallak okuranap MeH KyoblibicTapAbl 3epTTey peTwije Kapay
60mKaMHbIH  KongaH6anbl 3ficTepiH 33ipney >XsHe nahganaHy YLWiH KOHCTPYKTWMBTIK Heri3gi KypahTblH
sflicHaMasbIK KarugarTapibl alikblHAaY bl Tanan eTegi.

ApTypni Taburat YgepicTepiH 3epTTeyae 60/mkayablH 6apnbik anyaH TYpAinirid 6ipbiyFaii agicHamanblk 6a3aga
GipiKTipyre MyMKiHAiK 6epeTLl aca MaHbI3fbl Karnaar Xyieninik npuHUMn 60nbin caHanagpl.

BomkayfblH hopMangbl >XaHe WHTYWTUBN 3AicTepi 6epinreH. bomkampaay agictepi 6enrini 61p marbiHaga
KongaH6anbl NaHAepAi KepceTedi, OHbl 3epTTeyde TEOPUS KaXETN aknapaT XMHAyMeH, XXWHaKTayMeH, ecen X3He
3epTTeY H3TWXKenepLl 6aranay apKbiibl 6eKTNeATr HbicaHra XX3He OHbIH CaHAbIK cuMaTTamMmanapbiHa Xyieninik Tacin
TananTapblH eCKepeTiH 60/mkangay Kypasbl 3KOHOMeTpUsAnbIK YArinep 60nbin ecentenear

TYWin cesgep: 6omkay 3ficTepi, »OKTeny, UHTYUTUBTI a3He (hopManbl, 3KCTPanonauus, 3KOHOMMUKaNbIK,
3neyMeTnK, KoramablK-cascu, rblibIMU-TEXHUKa/bIK 34iCTep, MHTepnpeTaumsnay.

K.K. Mpumxaposal, '.A. OpbiH6ekoBa 2 A.K. Opasranuesa 3

YHuBepcuTeT Hapxos, Anmatsl, KasaxcTaH,
2YHusepcuteT TypaH, AcTaHa, KasaxcTaH,
3KasaxcTaHcKas MHHOBaLMOHHaA akagemus, Cemeil, KasaxcTtaH

METO/Abl MPOTHO3NPOBAHUA N X KTTACCUDPUNKALNA

AHHOTauus. B cTaTbe paccmaTpuBaeTcsi Knaccudukauus ¥ onucaHue MeTOfOB MPOrHO3UPOBaHUS A/
PasnMUHLIX COLManbHO-IKOHOMUYECKMX 06beKTOB. B mnpolecce pedopMMpoOBaHUS 3KOHOMUKKM BCe B 60MbLUeit
CTeneHU BO3pacTaeT CMPOC Ha MPOrHO3HbIE WCCMefOBaHUS COLMaNbHO-3KOHOMUUYECKUX MPOLLECCOB Ha Pas/IMUHbIX
YPOBHSAX YNpaBfeHWUst N NPUHATUS peLleHuid. MpaBubHbIi BbIGOP pelleHns HaXo4WUTCs B NPAMONA 3aBUCUMOCTU OT
KayecTBa ero 060CHOBaHMs. TPOrHO3MpPOBaHME SBNSETCS OAHOW M3 (DYHKUWIA ynpaBfieHWs Hapsgy C aHansoM,
opraHusauyveid, nNnaHWpoBaHMEM, MOTWBauMeil U T.4. AKTUBHbIMWA NOTPEGUTENSMU MPOTHO3HLIX Pa3paboToK
SBNSOTCA MUNMOHLI areHTOB pPbIHKA, [JOMallHME XO03SACTBa, OpraHbl rocyAapCTBEHHOTO U TeppUTOPUaNbHOTO
YNpaBAeHUs.

B OTKPbLITOM [eMOKPaTUYeCKOM O6LLECTBE HEOBXOAMMO MPeAcTaBNATb aibTePHATUBHbIE BapuUaHTbl Pa3BUTUS
061LEeCTBa, BO3MOXHOCTH, CYLLECTBYIOLLME Y KAXKAOTO YUACTHMKA PbIHOUYHbBIX OTHOLLEHNIA.

K HacTosLeMy BPpeMeHU HaKoM/eH A0CTaTOUHbIN OMbIT ¥ HA6OP MHCTPYMEHTOB Kak [/ J0NITOCPOYHOrO, TaK U
KPaTKOCPOUHOr0 NPOrHO3MPOBaHWS.

MporHo3MpoBaHue - 9T0 Hay4HO 060CHOBaHHOE NpefAckasaHue Hambonee BEPOSTHOTO COCTOSIHUS, TEHAEHLMI 1
0COBEHHOCTEN pa3BUTMS yMpaBnsieMoro 06beKTa B MepcrneKkTUBHOM Mepuoje Ha OCHOBE BbISBAEHMS U MPaBUbHOM
OLIEHKM YCTOWMUMBLIX CBSI3el M 3aBUCMMOCTEH MeXAy nNpow/biM, HacTosWwuM U 6yaywmumM. OTanuMTeNnbHas
0COBEHHOCTb NMPOTHO3KPOBAHMS COCTOUT B TOM, YTO OHO 0GOCHOBbLIBAET BOSHMKHOBEHME TaKUX MPOLECCOB M (HOpM
maTepuanbHOW M AYXOBHOM XM3HM 06LLECTBA, KOTOPble B [aHHbIA MOMEHT HefOCTYMHblI HEnocpeacTBEHHOMY
BOCMPUATUMIO, @ TaKXKe NMPoBepKe Ha NpakTuKe.

MporHo3npoBaHMe MO3BONSET PACKPbITh YCTONUMBLIE TEHAEHLMW UK, HA0GOPOT, CYLLECTBEHHbIE V3MEHEHNS B
COLManbHO-3KOHOMWYECKUX MPOLLECCax OLEHWTb WX BEPOSTHOCTb AN GYAyLiero NiaHoBOro Mepuoja, BbiSBUTH
BO3MOXHbIe afbTE€PHATUBHbIE BapWaHTbl, HAKOMWUTb HayuHblii W 3IMAMpUYEcKUiA maTepuan Ans 060CHOBAHHOIO
BbIGOpa TOW AWM UHOI KOHUENLUUW pa3BUTWS UAN NNAHOBOTO PeLLEeHUs.

PaccMOTpeHMe MPOrHO3HOW AesTeNbHOCTM KaK WCCNefoBaHUs GYAYyLMX COGbITWUIA U SIBNEHWIA B pa3BUTUM
06bekTa TpebyeT onpeaeneHUs MeTOAONOMMUYECKUX MPUHLMNOB, COCTABASIOWMX KOHCTPYKTUBHYIO OCHOBY A5
paspaboTKM 1 UCMONb30BaHMS MPUKIaAHbLIX METOAO0B MPOrHO3MPOBaHUS.

BaXHeWWM MPUHLMIOM, NMO3BONSAOWMUM 06beNHNTL Ha eAMHOIN METOA0NM0rMYecKoii 6ase Bce MHOroo6pasue
MEeT040B NPOrHO3VpPOBaHUs B MCCNEA0BaHMI NMPOLECCOB CamMoii pa3Hoii Mpupoabl, ABASETCS NPUHLMM CUCTEMHOCTU.

M3noxeHbl (HOpPMann3oBaHHble W WHTYWTWBHbIE METOAbl MPOrHO3MPOBaHMS. MeToAbl MPOrHO3UPOBaHMS
NpeACTaBASOT B ONpeeneHHOM CMbIC/ie NMPUKNAAHYIO AUCLMNINHY, NPU N3YYEHUN KOTOPOI Teopus NoAKpenseTcs
c60poM HeoGXoAMMOI UH(OPMALMK, BbIKNAAKAMM, pacuyeTamMu 1 OLEHKO pe3ynbTaToB UCCNef0BaHUs.

WNHCTPYMEHTOM TMpPOrHO3MPOBAHWS, YUMTbIBAlOLWMM TPeGOBaHUS CUCTEMHOFO MOAX0AAa K OGLEKTY UM ero
KO/IMYECTBEHHbIM XapaKTepUCTUKaM, SBASAIOTCS SKOHOME T PUYECKE MOAENN.

KrioueBble CnoBa: MeTOAbl MPOrHO3MPOBaHMs, KnacCUUKaLMs, WHTYUTUBHbIE W  (hOPMann30BaHHbIe,
3KCTPanonsaLus, WHTepnpeTauus MeTOAOB, MpPUMEHsieMble B 3KOHOMWYECKME, COUMabHble, O6LLECTBEHHO-
MOSMTUYECKME, HAYUHO-TEXHUYECKME.
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