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Y cpenHeHHbIH 3apsg MOXKET OBbITh ONpeNelicH B
COOTBETCTBHUM C YKA3aHHBIM BBIIIIE METOIOM.

Takum oOpazom, 00obIIeHHOE TpaBuiio Dyoc-
ca MO3BOJIACT OIMMCHIBAThH PEOJIOTUYCCKIE CBOMCTBA
Y TIOJIMKUCIIOT, ¥ MOJMOCHOBAHMMA, 8 TaKKe MPE/-
CTaBJIsIET COOOW OCHOBY JUIS METOZA OIpPECICHHUS
ANEKTPOCTATUYECKUX XaPAKTCPUCTUK THUAPODIIE-
HBIX TTOJTUMEPHBIX CHCTEM.
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Pe3ome

DKCIEPUMEHTTI TYpAe OpTakThIpbUran Pyocc 3aHbl epre-
pex Tepic 3apsAATaIFaH MaKpOMOJIEKyJalapFra aHBIKTaJIFaH,
epUTIH OH 3apsAATalFaH IOJUMepiepre Ae KOJJaHbUIATHIHBI
kepceriireH. TYTKBIPIBIK OJIIIey XOJIBIMEH MaKpOMOJIEKYIIa
3apsIIBIHBIH THIMAI THIFBI3ABIFBIH aHBIKTAUTBIH JiCTEME YCBI-
HBUIFaH.

Summary

The generalized Fuoss law earlier had been settled on
negatively charged macromolecules fairly also for water-soluble
polymers loaded positive charges has been shown experi-
mentally. Method allows to determine effective density of
macromolecular charge on a base of measured viscosity has
been offered.
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S. N. BORANBAEV
OPTIMIZATION PROBLEMS OF DISTRIBUTION OF RESOURCES

Optimization problems arise in many applied
areas. So, they arise at the decision of a problem di-
stribution of resources during creation of complex
program, technical and other systems [1, 2].

There are lot of articles and books are devoted
to the decision of optimization problems, in particular
it is possible to note works [3-15]. Received by Gun
and Takker necessary and sufficient conditions of
an extremum in a problem finite-dimensional math-
ematical programming have played the big role in
development of the theory of optimization and stim-
ulated development of numerical methods. Pontrja-
gin L. and his pupils have formulated similar condi-
tions for problems of the optimum control, served
by a basis for the theory of optimum processes.

In applied areas, optimization problems frequent-
ly are multicriterial. From approaches to the decision
of problems multicriterial optimization should allocate

the following most widespread: optimization of
hierarchical sequence of criteria; definition of set of
not improved points; definitions of the decision based
on this or that kind of the compromise.

As shows the analysis of various approaches of
the decision of problems of multicriterial optimiza-
tion, basically, known methods directly or indirectly
are reduced to the decision of optimization problems
with scalar criterion.

The most complex and difficultly formalizable
stage of the decision of optimization problems is the
choice of the approach and a method of the decision
which would guarantee reception of the best decision.
Therefore at the decision optimization problems the
large value has presence of set of approaches and
methods, each of which is most effective for the cer-
tain class, and an opportunity of operative replacement
of approaches and methods at work on a computer.
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The organization of work in a dialogue mode
which allows to solve operatively tasks in view on a
computer is expedient, to pass from one approach
or a method to another, to choose the necessary
circuit of the decision, to pass from one circuit to
another, to correct parameters of the chosen circuit,
the current point of search, etc.

At the decision of optimization problems
usually it is necessary to collide with the functions
of the purpose having the various physical nature
and dimension. Criterial functions can accept values
which frequently differ on some orders. There
fore it is expedient to consider not set of cri-

teria { f,(x), f,(x),..., f,(x)}, and set of functions

{L(F,00), Ly (f,()),.., L (f (X))} equivalent to it
where L, (f;(x)) —the monotonous transfor-mations
resulting criterial functions f,(x) to a dimensionless
kind and allowing to compare their numerical values
among themselves.

Let’s consider following optimization problem.

min{ f,(x), f,(x),..., f,(X)}, xeW cE",

w Z{XE E":0.(x) >0, i =1,2,...,m}.

We assume, that area W not empty, limited.
Functions f,(x), ¢;(x) — are convex, continuously
differentiated.

Search of the decision in considered optimization
problem is carried out in two stages.

At the first stage the set of effective points is
under construction

P ={xeW:3zeW, Jje{L..k},
()< (0, i L.sk, f(2)< (0}

At the following stage one decision gets out of
the received points.

Let’s consider the approach combining two
stages of decision-making, based on consecutive
reception of the information on minimally possible
values of functions f,(x), f,(x),..., f,(x) and use of
one of methods of search of a point of allowable
area.

Let on a step v of decision-making there was a
point x'eW in which criteria had values

f' f"=f(x"), inparticular, i = 1,...k. at v=0in
quality x° the any point of allowable area W with
values of criteria f° = f,(x°),i=1,...,k. Let’s assu-

me, that proceeding their purposes of decision-
making in quality of minimally possible values of

criteria are appointed fI ,i=1,...,k . Hence, further

v+1

it is required to find even one point X"~ eW", where

WY ={xeW:d'(x) f'—f(0)20,i=1..k.

Let’s define(determine) x'* eW". Let X' €W",
otherwise it is possible to proceed to a step v + 1 and
to carry out new purpose of criteria.

Let’s consider sequence {xtv}, t=01...,
X, = X" which is points of a unconditional minimum
of sequence of functions.

Xt = limarg mxin{ﬁ(x,@,f‘)

k m
Z = > (1)
= f(X)+ =y X)+ﬁ
t=0,1,...
Where &, &', B are calculated as follows:
f. vy Fv .t’ f v f_V,
- (%) e (x')> )
0, f(x)< T,
HV¢i g, €>0.
Let’s accept x"* =limx/.
t—w
Let's  consider W)= {xeW :d¥(x)

£ - f(0+& 20, i=1..k,

With border R;. It is obvious, that W" gWgY,

t=0,1,.... Positivesizes &, ﬁ}, i=1,..kj=1,

are used with the purpose of performance X, € Dévt :
Taking into account specificity of function
F (X, f¥,&Y, as index points for consecutive

minimization it is possible to use X, .
Let functions f(x), ¢;(x) — are convex,

continuously differentiated. Exists X/, EW;, that
X!, =argminF,(x, f¥,&").
Apparently, Wévt compactly. From a continuity

of function f;(x), ¢;(x) follows, that function
F (X, f_V,ft) is continuous inside W;, and at

x—>zeR! and xeW} function F(x, &)
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aspires to +wo. Hence, function F(x, f_V,é‘)
reaches a minimum of century W; :

Let f(x) — convex functions and &' an any

positive vector, then x/, € P,.
For convex functions f.(x)
w,>0,i=1..k itis carried out [15]

arg QﬁéiNn{F(x;u, f):FOGu, f)zzk:ui fi(X)}e P..

i=1l

and any

Let = '~ () +& ] i=Lok. Itis
obvious, that zz; >0, 1 =1,...,k . Then (1) coincides with
realization of a method of the internal penalty con-
cerning the decision of a problem m\iNn F(x;u, ),
hence, x;,, there is an optimum decision of function

F(x;u, f) inallowable area W.

At practical realization of a method there is no
necessity of carrying out in (1), at the fixed values
&Y, optimization on x up to the end. It is possible to
carry out calculation £' according to (2) on each
internal iteration at carrying out of unconditional
minimization F,(x; f",&"). Thus, algorithms are
combined external on calculation &' and internal
on carrying out of unconditional minimization
F(x; fY,&"). It essentially raises efficiency of
computing process.

IfW' =D, that X" eW", x** =limx!

t—oo
Thus, if the decision belongs WY, there is an
opportunity, at least, in enough its small vicinity to
improve values of criteria. However in real practical
problems as the decision that decision which satisfies
to the certain criteria can be accepted. That is it is
possible to make it as the optimum decision.
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KyHapiap/sl yiecTipy KOIKpHTEpUilai ONTHMH3ALHSIIBIK
ecenTep/iH MaTeMaTHKAIBIK KaMTaMachI3AbIFbl KapacThIPhLIF-
an. EcenrrepiH mrenriny oictepi YChIHBUFaH.

Pe3ome

CraTbs MOCBsIIIEHa pa3paboTKe MaTeMaTHYecKoro odec-
HEYCHUS PENICHHUs] MHOTOKPHTEPHAIBHBIX ONTUMH3AIIMOHHBIX
3amad pacrnpeneneHus: pecypcos. IIpeioxken moaxo K pere-
HHIO PacCMaTPHBAEeMBbIX 3a1ad.
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