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THE SOLUTIONS OF A SUM OF CONTROL OPTIMIZATION
IN THE CLASS OF BILINEAR SYSTEMS

It has being researched a task of optimal control
of the biological type which can be interpreted as a
model of optimal control.

The description of the system state and its move-
ment is carried out by various ways. It sometimes
turns out well to find the summarized mathematical
expression describing the regularity of the system
movement in the analytical form.

The fundamental result is the principle of
L. S Pontryagin’s maximum, he indicated for a
classic task of optimal control in usual dynamic
systems a form in which it is necessary to search

necessary conditions of the first order in various
classes of optimization sums of control [1].

In practice models are often met which are
described by bilinear systems of differential
equations, especially biomodels, ecomodels and etc.
The research of them for optimality is a very
laborious task..

In the given article it has been considered the
sum of optimal control by bilinear systems. The
method of solution of optimization sum is different
from a classic approach of optimization tasks
solution in that the first integral /or some first inte-
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grals/ is used here of the regulated part of the modeled
system [2]. It is else important to note here optimal
controls are defined without using a principle of
L.S.Pontryagin’s maximum and R Bellman’s
dynamic programming [3].

The last years quite much work is devoted to
problems of modeling of immune reaction. Among
them more distinctive ones are: a model reflecting
functional connection between concentration of
antibodies and antibody-synthesizing cells; a model
describing interaction of “inertia start” and some
“immune agents”; a model reflecting functional
proportions binding one dose of antigen and total
quantity of anti-synthesizing cells which are formed
during initial immune answer [4].

At present mathematical methods and computer
modeling find a wider application in biological
researches. The development of methods of a system
analisys of inlinear models promotes to that.

We remind the key theorem before to give a
definition and a solution of our task. Let a system is
given which is described by equations

x=f(x, 1)+ B(x,Hu(t), te[t,T]. (1)
Where X — n — measured vector of state; U — m —
measured vector of control; f (X, t) — n — measured
vector of function; B — (nXm) — measured matrix
consequently.

It is given the initial state of the system

x(tO) =Xy (2)

On the function U (t), beforefe[f,7] the

following restrictions are imposed:
Tu() <M,
where M — const, M > 0.
Positing of a problem.
It is necessary to find such a managing vector-
function u (t), satisfying (3), which would minimize
Bolts” functional

€)

(4)

where through p — it was noted a biological process,
and for this process Bolts” functional is defined as
follows:

FO(p)—>min,

F=r e $ §ar) § 2D
j= 1, 0 i=1 i
&)
Here V (x,t) — the first integral of the system
x=f(x1). (6)

The following theorem is right.

Theorem [2]. Let function V (x,t) is given for
the system (1) which is the first integral for the
unregulated system ( 6 ). Then the control as

0 _ oV (x,1) N
u, (x,1)=—M sig — Bl.l.(x,t) L, j=13(7)
I
affords, absolute minimum to Bolts” functional (5)
and it is equal

F(p¥)=

min  F(p)=V(x(t.).t.)=V(x..t.).
lu <M . 0~0 00
J J
Jj=1lm

Demonstration. Because of V ( x,t ) is the first
integral of the system (6), we have

oV (x,t
Cen) iy
ot i=1

and the full derivative by t from function V (x,t) by
force of the system (1) is equal

n

oV (x,1)
~ J;(x0=0, (8§

. n
=280y 5 ZED riene ©)
o Ty e,
+ gBl..(x,l)u Z 8V(x H 3 > B (x Hu ..
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Let’s integrate proportions (9) by t within the

limits from 7

O;[oT:

VIx(T), T1=V (x(t,).1,) +

+ j S (e s Lx ’)B (0di . (10)
t j=1 i=1 8xl.
0
Moving up expression Vix(7),T) from (10) into
proportion (5), we’ll get

ZMQOZ&QO

T
F(p)=VIx(t), 1]+ |
j=1 i=1

o

i
m n oV (x,1) ~
<B o+ 3 M LS =SB, (v o di=

J=1 7F=1 =
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S ATATE IS §5Va<x Hp MEH®
O] li=1 X

oy (x,)
\u (x,1)+M .sign —_— . (x,1) | |dt
X u](x,) ;Sig P l]( )

i=1 i
on
u.O(x,l):—M.sig 3 v )B( 1)|, j=1m
J A
i=1
hence,
FpO= min  F(p)=V(x(i).t) =V (xy.1).
| |<M .
JT
Jj=1m

The theorem is proved.

The solution of a problem.

Thus, we’ll consider p-process. The dynamic of
the given managed object is described by the
following ordinary differential equations

dx

1_
— —Kl( -X )erll 1
dx2
— :ﬁxz XXy +b22u2, (11)
dx3
— =KX Xy Xy Xy bygus,
x(tO) =Xy (12)
Limits are imposed on managements,
|ul. |£Ml., i=13; rae M —const.

This model describes periodical course of illness
where they are denoted through x, — concentration
of mature plasmazits; x, — concentration of antigens;
x, — concentration of antibodies; &, — permanent defi-
ning duration of immunity; &, - time of natural death
of antibodies; B-k coefficient of reproduction of
carriers of antigen determinat; s — coefficient of ratio
of speed of growth of antibodies by mature plasma-
zits to concentration of immature plasmazits. Let’s
define Bolts™ functional for the given model, thus

3
x
=1

T
Fpy=Vix@).11+ ] 3 580

0

dit
i
(13)
where
Vix,t)= X, +1Inx

) 3—ﬁlnx3]—

S
3
1 tx (A)
— X +6jx (A)dA - ﬁoj
a 0 0%3

is the first integral of the irregulated system.
And the optimal value of the management will
have the following form:

di (14)

ob
0 __ v |
i (x,0)= M1s1gn( T

1

),

O(x.1)= —M._sign[(l +—m
s (x,0)= M2s1gn[(l + - )b22],

ug (x,p)=—-M 3Sign[(% - é)b3 3 ]

We want to note that the built model of the
immune answer is based on some universally adopted
hypotheses and theories at present. And at the same
time quite a number of factors were not taken into
consideration by us. In this connection, we want to
underline that maximum simplification of a model,
the reduction of a number of independent variable
leads, in our opinion, to deeper understanding of the
modeled biological phenomenon.

Thus, the solution of the formulated problem
consists in defining the value of function of
management analytically.

The given put task of optimization of mana-
gement of bilinear systems, from one side, genera-
lizes the way a problem is put about optimal manage-
ment of dynamic of models in the class of ordinary
differential equations [5], and from the other side,
spreads the conditions of optimization in the class
of bilinear systems.

After all, it is necessary to emphasize that the
given optimizational method is not connected with
the choice of limit conditions which describe the
behavior of an object, though in the equations of a
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problem one can always distinguish a group of
dependent variables describing the state of an object
and a group of managing functions which are
available directly to changing from outside.
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Pezrome

AranraH xKXyMmbicTa Oackapy iciH OHTaNIaHJbIPYbIH
JI9CTYPITi 9JIICTEpIHEH @3Telle dJlici KapacThlphliFaH. Eckepte
KETETiH JKaiT, OV jKepe MOJICIbICHETiH KYObITbIc T depeH-
Ul TeHAeyIep He AuddepeHImanibl TeHeyIep Kyieci
apKbUIBI OCpiUTIN,OHBIH aNFaliKel HHTTPAIAapbIiHBIH OONYHI
mapr.

Pezrome

B pabote paccMatpuBaetes 3ajaua ONTUMAaNIBHOTO YIIpaB-
JIeHUs] OUIMHEHHBIX OHONOTHUECKIX CHCTeM MPH HAaJIUUHU Hep-
BBIX HHTETPATIOB HEPETYITHPYEMOI 4aCTH CHCTEMBI U ¢ ITOMOIIBIO
BeIGOpa ¢yHKIMoHana bombna. IIpenmyrmecTBOM JJaHHOTO OII-
THMH3aIIMOHHOTO TIOAX0/Ia SBIAETCS TO, YTO ONTHMAILHOE YII-
paBIIeHHE HAXOUTCS B aHATHTHYECKOM BHJIE.
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